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FOREWORD

A general scientific revolution was taking place in the mid-1940s, no small
part of which was being played by research meteorologists. At the successful
urging of John von Neumann, a computer of incomparable capacity for its
time was being built, with improved weather forecasting as one of its main
justifications. Within a few short years, the practice of theoretical meteoro-
logical research would be transformed from one characterized only by highly
individualistic efforts to one in which a major role would be played by teams
of co-workers using commonly shared high-speed computers to model and
experiment with the workings of the atmosphere and its larger climatic
system setting.

It was Joseph Smagorinsky who emerged as one of the pioneer, prototypi-
cal leaders of the new mode of research engendered by this revolution.
Already an accomplished individual researcher who had made significant
contributions to dynamical meteorology, especially regarding the effects of
heating and moisture fields on weather and climate patterns, Smagorinsky
realized early that the ultimate nonlinear theory of the detailed climatic state
of the atmosphere and oceans would rest on large-scale numerical modeling,
and he set about to create an institutional structure for accomplishing the
long-term process of model building that would be necessary. In essence,
Smagorinsky inaugurated a new style of creative scientific endeavor in which
the contributions of a group of outstanding theorists and computer special-
ists are “orchestrated” to produce new, otherwise unobtainable, results and
insights relevant to extremely complex problems.

This organic model-building process is now more alive than ever, with
major general circulation modeling (GCM) groups active at many locations.
These parallel efforts are, in fact, necessary to provide the only source of
“reproducibility” possible in this kind of work; unlike the classic “pencil-
and-paper” theories, no single individual can replicate the reported results of
a GCM experiment. It is now widely recognized that the GCM solutions
represent the most complete deductive explanation obtainable of the statis-
tical equilibrium state of the atmosphere and its lower surface boundary
layer. As such, they provide the basis for our most credible predictions of the
climatic consequences of prescribed external changes and of prescribed
changes in some of the slower response parts of the climatic system. In
addition, the numerical models are just beginning to come to the fore as an
experimental tool used to understand the dynamics of the atmosphere and
oceans to the degree necessary to parameterize the time-average fluxes of
mass, momentum, and energy by the synoptic-scale motions. This role is
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Xiv FOREWORD

bound to increase in the future. Under the leadership of Joseph Smagor-
insky, the Geophysical Fluid Dynamics Laboratory (GFDL) became a pace-
setter in all these areas.

It is also true that it is to the GCM that we must continually turn to obtain
information about the likely consequences of the actions of humanity on
the global environment. Our understanding of the consequences of increas-
ing CO, on climatic conditions largely derive from GCMs. Questions about
the possible decrease of the ozone content of the stratosphere as a result of the
release of chemicals in that region of the Earth’s atmospheric envelope are
illuminated by computations with GCMs. Our concerns with the effects of a
nuclear exchange on the general circulation of the atmosphere can be treated
only through the computations of general circulation models. The ability to
extend the time range of weather forecasts is fundamentally dependent on
the refinement of general circulation models and the acquisition of the
necessary observational data required for their application. In recent yearsin
the United States, Europe, and other regions of the world, significant ad-
vances have been made in long-range weather forecasting as a result of the
development of these models.

Smagorinsky was not only a creative scientist and a leader of teams of
scientists, he was a remarkably able administrator, at home within the ad-
ministrative currents of government organizations as well as within the
intellectual give and take of a scientific laboratory. The history of the Geo-
physical Fluid Dynamics Laboratory is indeed the reflection of his career.
After leaving Princeton and returning to the Weather Bureau in Washing-
ton, D.C., he became the focus for the predecessor laboratory of the Geo-
physical Fluid Dynamics Laboratory. The General Circulation Laboratory
of the Weather Bureau was housed in a storefront building on Pennsylvania
Avenue in the shadow of the U.S. Capitol. On display there were the com-
puters of whose basic necessity Smagorinsky had been able to convince
governmental officials. People walked back and forth observing the curious
phenomenon of scientists placing tapes on machines and deciphering the
incredible volume of numbers produced.

It was clear that a storefront building on Pennsylvania Avenue, however
choice the location, was not the best environment for Smagorinsky’s dreams.
He wanted a laboratory on a university campus, in which the intellectual
stimulation of the scientific community in a university could be melded with
the resources and facilities provided by the government. It would be a place
where scientists from his laboratory, cooperating with others invited from all
parts of the world, could work in a stimulating environment totally focused
on the key problems of geophysical fluid dynamics. It was a mark of his
administrative ability that he persuaded the Weather Bureau to move the
General Circulation Laboratory to the campus at Princeton University to be
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housed in a building exclusively devoted to geophysical fluid dynamics
research.

From its inception the laboratory bore the imprint of Smagorinsky’s insis-
tence on high standards in every aspect of work. It became and continues to
be a mecca for scientists from many countries for the study of numerical
approaches to a variety of atmospheric and oceanographic problems. Per-
haps no single laboratory has had the worldwide influence of Smagorinsky’s
GFDL. It became a model for many other groups and countries throughout
the world.

It has been our great pleasure to observe and admire “Smag’s” efforts and
the monumental achievements of the GFDL. We have enjoyed and bene-
fited greatly from our long years of association with him as friends and
colleagues. It is a privilege now to introduce this Festschrift volume dedi-
cated to him. Rich in excellent review papers and ably edited by Syukuro
Manabe and his GFDL colleagues, the contents give ample testimony to Joe
Smagorinsky’s seminal influence on theoretical meteorology and its practi-
tioners.

BARRY SALTZMAN
ROBERT M. WHITE



PREFACE

This book is dedicated to Joseph Smagorinsky in commemoration of his
retirement as Director of the Geophysical Fluid Dynamics Laboratory
(GFDL) of the National Oceanic and Atmospheric Administration (NOAA)
and to celebrate his lifelong achievements in the atmospheric and oceanic
sciences.

Joe Smagorinsky pioneered the development of mathematical models of
the atmosphere, beginning in the 1950s with his construction of a general
circulation model of the atmosphere based on the primitive equations and
continuing over the next two decades with the evolution of more compre-
hensive models. In addition, he promoted the application of the modeling
technique to a wide variety of phenomena, both large and small in scale,
basic and applied in form, and to a wide variety of systems, both oceanic and
atmospheric, terrestrial and extraterrestrial. From the beginning he recog-
nized the enormous potential of the computer for the atmospheric and
oceanic sciences and throughout his term as Director of the GFDL, he
succeeded in obtaining the most advanced machines made or conceived of
for his laboratory’s use and in creating a research environment that opti-
mized their potential.

Joe Smagorinsky also made a major contribution in the planning and
execution of the Global Atmospheric Research Program (GARP), first as a
member and then as the Chairman of the Joint Organizing Committee of the
World Meteorological Organization (WMO) and the International Council
of Scientific Union (ICSU). His imaginative leadership and absolute com-
mitment were indispensable to the success of GARP and its First Global
GARP Experiment (FGGE). His scientific expertise was invaluable in the
design and realization of GARP’s major modeling studies of atmospheric
variations on both the weather and climate scales.

The main objective of this book is to assess the current state of atmo-
spheric and oceanic modeling and of related theoretical and diagnostic stud-
ies and to pinpoint outstanding problems of immediate and future concern.
A wide range of topics is discussed; for convenience, the book is split into two
parts according to scale. The first part, “Climate Dynamics,” contains arti-
cles on climate, the middle atmosphere, planetary atmospheres, and ocean
dynamics. The second part, “Weather Dynamics,” covers numerical
weather prediction, mesoscale dynamics, tropical dynamics, turbulence,
and convection. Each essay presents a topic in historical perspective, dis-
cussing its present status and assessing the future prospect for research.

Another objective of the book is to give some measure of the progress
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made during the past 30 years and of Joe’s role in that achievement. The
authors were thus chosen from among his friends and students, both at the
GFDL and elsewhere, and were encouraged-— mainly because of space
limitations — to present their own views of their topic rather than to attempt
acomprehensive review. We regret any omissions or bias that this selectivity
has caused and beg the forebearance of the many people who have contrib-
uted to the science and of the many friends of Joe who could not be included
in these volumes.

Itis hoped that this book will give some indication of the enormous power
and future potential of mathematical modeling and that it will stimulate
further interest in its application to atmospheric and oceanic problems. If we
achieve this aim, we will have begun to repay the great debt we owe to Joe
Smagorinsky.

The publication of this book would not have been possible without the
help and enthusiasm of the associate editors— K. Bryan, Y. Kurihara, J. D.
Mahlman, G. L. Mellor, K. Miyakoda, A. H. Oort, I. Orlanski, G. Philander,
and G. P. Williams —who participated in planning the book and editing its
various sections.

Barry Saltzman, the regular editor of Advances in Geophysics gave me the
privilege of serving as the guest editor of this two-part volume. His thoughtful
guidance and assistance made this book possible.

Robert White, who gave his wholehearted support to the GFDL during his
term as Administrator of the NOAA, kindly agreed to write the Foreword in
collaboration with Barry Saltzman. J. D. Mahlman, the current director of
the GFDL has given us constant encouragement and support and has made
the resources of the GFDL available for this large effort.

Finally, it is a great pleasure to acknowledge all those, especially the
authors, who set aside many other pressing commitments to contribute with
insight and enthusiasm to these two volumes.

SYUKURO MANABE
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1. INTRODUCTION

Our theoretical understanding of the general circulation of the atmo-
sphere, and of the role of large-scale eddies in maintaining that circulation, is
primitive but rapidly evolving. There exist several interesting ideas relevant
to closure schemes for mid-latitude eddies generated by baroclinic instabil-
ity, but none is so well founded in theory as to be convincing, and systematic
tests against eddy-resolving numerical models are as yet very limited. There
is a substantial body of work on weakly nonlinear baroclinic waves, but its
relevance for the atmosphere remains obscure. A host of competing theories
have been proposed recently to explain the distinctive structure of the low-
frequency variability of the atmosphere. Analyses of observations and gen-
eral circulation models are evolving particularly rapidly and complementing
each other as they focus on the most dynamically interesting budgets and
statistics. And new global data sets are making possible meaningful studies of
dynamical balances in the tropics and of planetary wave propagation be-
tween the tropics and mid-latitudes. Our reaction to this turbulent state of

3
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4 ISAAC M. HELD AND BRIAN J. HOSKINS

affairs is to present our own idiosyncratic views on how different parts of the
system fit together and on what some of the outstanding problems are. If
there is any theme to be found beneath the surface of this essay, it may be the
following: in developing general circulation theory and eddy flux closures,
we must move beyond speculation followed by qualitative comparison with
the atmosphere in all its complexity, toward formulating hypotheses that can
be quantitatively tested against idealized numerical models designed for the
purpose. As evidence that this approach is feasible, we have the remarkable
success of numerical general circulation models (GCMs) of the atmosphere,
to which Dr. Smagorinsky has made such a decisive contribution. We are
delighted to contribute this essay to a book honoring his achievements.

2. THE HADLEY CELL

Until stated otherwise, we consider an atmosphere with zonally symmet-
ric lower boundary conditions and external forcing and, therefore, a zonally
symmetric climate. Fortunately, experiments with GCMs indicate that the
climate of such an atmosphere does not differ greatly from the zonal average
of the climate produced by realistic Earth-like asymmetries in the lower
boundary. We begin by asking what form the general circulation might take
in the absence of “large-scale” eddies, keeping in mind that if one somehow
suppresses the baroclinic and barotropic instabilities primarily responsible
for cyclone- and planetary-scale eddies, small-scale eddies will still be gener-
ated in the surface boundary layer and by gravitational and, perhaps, inertial
or Kelvin - Helmholtz instabilities in the free atmosphere.

Take the vertical temperature and moisture structures as given for the
moment, 0O as to isolate problems associated with horizontal temperature
gradients and vertical wind shears. In the absence of any time-mean flow,
suppose that radiation plus convection produce the temperature field
T:(6, p). In a rapidly rotating atmosphere, one is tempted to set 7= T as a
first approximation, assume thermal wind balance,

f10u/d In( p)] = (R/a)dT/d6) (2.1

and then obtain the wind field by assuming that surface drag is sufficient to
maintain # = 0 near the surface. Unless one is so fortunate that 875 /30 is
identically zero at the equator, this procedure is clearly inadequate, since the
resulting wind will be infinite at the equator. Difficulties remain even if Ty
happens to be symmetric about the equator, as the following heuristic model
[based on Held and Hou (1980)] demonstrates. The model also suggests how
axisymmetric large-scale flow in the tropics (the Hadley cell) corrects these
deficiencies.
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Assume that the meridional flow is confined (as it is in the Hadley cell) to
two boundary layers at the surface, p = ps, and at the tropopause, p = pr, of
pressure thicknesses ds and dy. Define a mass transport velocity V = v;d1/
Ap = —vgds/Ap, where vg and vy are the meridional velocities averaged over
each layer and Ap = pg — pr. A thermodynamic equation adequate for our
purposes is

=—V « (mv) — (T — T/t (2.2)

where m is the moist static energy, ¢ T + gz + Lr, 7is a radiative relaxation
time, and v = (v,w). Vertically integrating, we have

3
[T]=[T,] - a—m’?@ 25 (©os(OS) (2.3)
where
1 Ps
(1= f T dp (2.4)
Dr
while
S = [m(pr) — m(ps))/ce (2.5)

is a measure of the gross moist stability of the atmosphere. Here [T] can be
related to u(py) = U by vertically integrating (2.1) and assuming that u(ps)
is negligibly small,
R
fU = ':l' '55 Td ln(p) (26)
Assuming further that the vertical profile of T is independent of latitude,
T = [T)(8) + «p), then

_ Ry dIT)
a 06

where y is the depth of the troposphere in scale heights. A relation between U
and ¥ must be obtained from the zonal angular momentum budget. In the
spirit of constructing a simple heuristic model, we assume that angular
momentum is conserved following a horizontal streamline at the top of the
Hadley cell, except for linear damping:

U= 2.7

_V M
a® cos(6) a6

where M = Qa? cos*(0) + Ua cos(), { is the relative vorticity, and x is a
constant. We now have three equations [(2.3), (2.7), and (2.8)] in the three

kU= (f+V=— (2.8)
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unknowns U, ¥, and [T']. The only nonlinearity results from the advection of
relative vorticity in (2.8). Similar models have been discussed by Hou (1984)
and Schneider (1983).

Assuming that x« # 0, (2.8) implies that U = 0 at the point of maximum
angular momentum. Therefore, M =< Qaq? at all latitudes. Equivalently,
U(6) = Up(8) = Qa sin¥()/cos(6). Returning to (2.8), we see that as k — 0,
either Vor f+ { must vanish. But in regions where }— 0, we also must have
[T]— [Te]and U — Ug where Uy is the wind field in balance with 8[ 7] /6.
Therefore, wherever Ug > Uy, f+ { must vanish as x — 0. Figure la
shows the zonal winds produced by this model for several values of the
parameter Skz. (U is a function of k, S, and 7 only through the combination
Sict.) Also plotted are Ug and Uy . Here [ T%] is symmetric about the equator;
its form and the values of the other model parameters are given in the figure
caption. Figure 1b shows the absolute vorticities corresponding to the winds
in Fig. 1a. As analyzed in Held and Hou (1980), the region in which the
absolute vorticity vanishes as « — 0 is somewhat larger than that in which
Ug > Uy The results are qualitatively similar if the forcing is asymmetric
about the equator; the region within which f+ { — 0 is then asymmetric as
well.

Iflarge-scale eddies were suppressed, what processes would result in signif-
icant stress on the upper-tropospheric flow in the Hadley cell? It has been

160 [

120 [

80

40 a

0 1 L
99 60 90 60

LATITUDE LATITUDE

FiG. 1. (a) Zonal wind and (b) absolute vorticity as function of latitude predicted by the
idealized Hadley cell model of Section 2. The radiative equilibrium temperature [ T¢] is set equal
0 To{1 — A Pyfsin(6)]) with Ay = %. T is chosen so that RyTo/g = 15km, and P, is the second
Legendre polynomial. The curves a-d correspond to the four values of the parameter
kSt = (0.3, 0.075, 0.015, 0.003)7;. Also shown are the angular momentum conserving wind
Uy and the radiative equilibrium wind Ug.
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suggested [e.g., Holton and Colton (1972), Schneider and Lindzen (1976),
Chang (1977)] that momentum fluxes in camulus convection are significant
in this regard. Our view at present is that such fluxes are unlikely to be
important for the planetary-scale flow since (1) there is little deep convection
in regions of large vertical shear where the mixing would have relatively large
effects on the flow field [see Thompson and Hartmann (1979)], (2) GCMs
that do not include this “cumulus friction™ are not grossly in error in their
climate simulations [e.g., Manabe et al.,, (1974)], (3) it is not clear that the
momentum fluxes would be systematically of one sign — if the convection is
organized two-dimensionally, linear theory leads one to expect countergra-
dient momentum fluxes [see Lemone (1983) for an interesting observational
study of the momentum fluxes due to a tropical squall line], and (4) diagnosis
of the upper-tropospheric vorticity budget from data collected at the Euro-
pean Centre for Medium Range Weather Forecasts (ECMWF) does not
suggest a large residual in the frictionless vorticity equation [Sardeshmukh
and Hoskins (1984); also Section 5 below]. Our hypothesis is that the limit of
small x is appropriate in (2.8).

The important implication of these arguments is that a very strong and
sharp subtropical jet would exist if large-scale eddies were suppressed. One of
the most important roles played by these eddies is, therefore, that of provid-
ing stresses that prevent the poleward flow in the Hadley cell from conserving
angular momentum. Furthermore, in the absence of these stresses, the abso-
lute vorticity equatorward of the jet would be small (Fig. 1b). It appears that
the large-scale eddies help to maintain the tropical upper-tropospheric vor-
ticities and vorticity gradients, and since these gradients are essential for the
propagation of extratropical planetary waves into the tropics, the potential
for interesting wave—mean flow interaction certainly exists.

The vertical structure of the tropical atmosphere enters the model [(2.3),
(2.7), (2.8)] through the tropopause height and the stability parameter S. Of
these, the former is the easier to understand to a first approximation. Indeed,
asimple way of estimating the tropical tropopause height is to couple the rule
that § = 0, i.e., that the moist static energy in the upper branch of the Hadley
cell is comparable to that in the surface layer, with a radiative —convective
model with prescribed clouds and relative humidity [e.g., Manabe and
Wetherald (1967)]. The radiative-convective model provides one relation
between the tropospheric lapse rate and the tropopause height, and the rule
S = 0 another [see Held (1982) for details]. Of course, this scheme should
ideally be replaced by a theory for the vertical distribution of the convective
heating, as well as of relative humidity and cloudiness.

In our simple tropical model, the key dynamical quantity is the stability
parameter .S, which may be small but must be positive if the Hadley cell is to
carry energy poleward. The factors that control S, or the closely related
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degree of compensation between the oppositely directed horizontal fluxes of
dry static energy and latent heat in the Hadley cell, remain obscure to us.
Figure 2 describes some preliminary results from an idealized numerical
general circulation model, forced by annual mean insolation and with a
“swamp” (flat, zero heat capacity, water-saturated surface) as lower bound-
ary. Three experiments were performed — one with the standard value of the
solar constant and two others with the solar constant increased and de-
creased by 10%. Surface albedos and cloud amounts were held fixed. There
are nine levels in the vertical, and convection is treated with Manabe’s
convective adjustment scheme. The figure shows the vertical profile of moist
static energy m(p) (subtracting off the value of m at the lowest model level)
and of meridional velocity 1{ p) in the three cases, at the latitude of maximum
mass transport in the Hadley cell (12° latitude in each case). Clearly evident
is the increase in conditional instability of the atmosphere as it warms and
the increase in height of the poleward flow required to maintain S > 0. While
the changes in mass transport are small (the mass transport is set equal to
I v dp, with the integral from the surface to the level at which » changes sign),
the dry static energy flux increases dramatically with increasing insolation
because of the increased height of the poleward flow. However, there is
greater compensation between dry static energy and latent heat fluxes: — (la-
tent heat flux)/(dry static energy flux) = (0.67, 0.72, 0.83) in the (— 10%, 0,
+ 10%) calculations. As a result, S remains almost constant: S = (moist
static energy flux)/(cp X mass flux) = (13.3, 15.9, 13.4 K). We have no argu-
ments at present for the constancy of S or of its value of =15 K in these
calculations. The dependence of S on the convective parameterization and
boundary layer schemes in GCMs deserves careful examination.

The problem is complicated further by the importance of the latitudinal
dependence of S for the structure of the flow. From Eq. (2.3), we see thatif V'
is to have sharp gradients, as it must at an Intertropical Convergence Zone
(ITCZ), then S must also have sharp gradients, for [T] is constrained to be
smooth by (2.7) and (2.8). These sharp gradients in S can only come from the
low-level moisture field. That structure in the moisture field is of such
importance makes the construction of idealized Hadley cell models particu-
larly challenging.

3. RossBY WAVE RADIATION

The dynamics of the stratosphere and mesosphere is controlled to a great
extent by planetary waves excited in the troposphere. Much has been learned
by specifying the tropospheric sources and concentrating instead on the
wave propagation into the middle atmosphere and on the ultimate fate, or
“dissipation” of these waves, with particular regard to the irreversible mixing
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induced in the process [e.g., Matsuno (1971), Holton and Lindzen (1972),
McIntyre and Palmer (1984)]. While there are limitations to this approach if
the stratospheric dynamics feeds back significantly on the wave source [asin
Plumb’s (1981) idealized sudden warming model, for example], it has cer-
tainly proven to be fruitful. We believe that a similar approach is fruitful
when analyzing large-scale tropospheric dynamics, important wave sources
being baroclinic instability in the lower troposphere in middle and high
latitudes, and deep convective heating in the tropics.

The basic assumption of this approach when applied to baroclinic instabil-
ity is that irreversible mixing due to these instabilities can be divided into two
distinct parts: that in the source region near the surface in mid-latitudes and
that in the region where the planetary waves are ‘‘dissipated.”’ This picture is
suggested by the calculations of baroclinic wave “life cycles” described in
Simmons and Hoskins (1978, 1980) and further discussed by Edmon et al.
(1980), Hoskins (1983), and Hoskins and McIntyre (1985). Having specified
a zonal flow on the sphere, the most unstable normal mode for a particular
wave number M is determined. An integration of a nonlinear model includ-
ing zonal wave numbers M, 2M, 3M, etc., is then initialized with the zonal
flow plus a small amplitude normal mode. We confine the discussion here to
the M = 6 mode for the basic flow of Simmons and Hoskins (1980), as the
behavior is typical of that obtained for long wavelengths. Linear theory
applies for the first few days, with eddy energy levels growing approximately
exponentially at all heights. As the low-level temperature wave amplitude
becomes large, there is a tendency to frontogenesis and a decrease in growth
rate of the low-level energy, until at day 5-6 the eddy occludes and low-level
growth ceases. It is during this period that the most significant low-level heat
transfers occur. The westward tilt in the troposphere is maintained and the
upper-level energy continues to grow until about day 7.5. At this stage, the
upper-level troughs develop a large SW to NE tilt on their equatorward side.
There are very large poleward transports of westerly momentum, and the
eddy kinetic energy is almost completely converted into zonal kinetic en-
ergy.

The same baroclinic wave life cycle can be described, following Edmon et
al. (1980), by using wave propagation and potential vorticity concepts. For a
small-amplitude perturbation to a zonal flow the linearized, frictionless
quasi-geostrophic potential vorticity equation may be written

W __ g%, (3.1)

at ax ay
Multiplying by ¢’, taking the zonal average and dividing by dg/dy gives
94

v =—V-F (3.2)
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where
1 ¢%7 1—50q
A=3%73 2" o 3.3)
is a measure of the wave activity, 5’ = —q’/(dg/dy) is the meridional particle
displacement, and
F=(—z_4717,%17_6—’) (3.4)

is the Eliassen-Palm (EP) flux vector (Andrews and Mclntyre, 1976;
Edmon et al., 1980). When the concept of group velocity is applicable and
when waves having only one value of the group velocity ¢, are present,
F = c,A. For 8g/dy positive, it follows from (3.2) that net propagation of
wave activity into a region as shown by convergence of the EP flux implies a
down-gradient potential vorticity flux, an increase in the ¢ variance along a
line of latitude, and increased latitudinal dispersion of fluid particles origi-
nally located at that latitude. In the absence of dissipation, the sign of all of
these quantities is reversed as the wave activity propagates out of the region.
The mean flow potential vorticity equation reduces to

aq 0 ——

% 3 v'q 3.5)
Boundary temperature equations of the forms (3.1) and (3.5), with 6’ re-
placing ¢’, are then needed to complete the eddy and mean flow problems.

The applicability of quasi-geostrophic theory to a situation in which the
static stability varies greatly across a sloping tropopause and in which the
relative vorticity is comparable with the Coriolis parameter in some regions
is dubious; however, (3.1) is valid for the Ertel potential vorticity perturba-
tion on isentropic surfaces and analogs of (3.2)-(3.4) exist. For nonlinear
large-amplitude waves the simplicity of the preceding equations is lost; we
assume that they may still be used as guidance in the diagnosis of the dynami-
cal processes involved. The following discussion is a shortened version of
that given in Hoskins and McIntyre (1985).

A schematic picture of the EP flux F at three different stages in the life cycle
isgivenin Fig. 3. The detailed pictures for this and dg/dy are given in Hoskins
(1983). Initially F is almost vertical and confined to low levels. As the
low-level growth decreases, the arrows become large in the middle tropo-
sphere and have strong convergence at upper-tropospheric levels, implying
vertical propagation of wave activity. By day 8 this process is complete and
the arrows now point quasi-horizontally beneath the sloping tropopause;
there is divergence near 50°N and 350 mb where before there had been
convergence, and strong convergence near 30°N and 150 mb. The picture in
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1000 L j i 3N
45N 45N
DAY 1 DAY 5 DAY 8

Fi:. 3. Schematic of the Eliassen - Palm flux (arrows) and divergence of this flux (contours
with plus or minus sign) at three times during the baroclinic eddy life-cycle calculation de-
scribed in Section 3. The points A (45°, 1000 mb), B (45°, 300 mb), and C (30°, 150 mb) are
referred to in the text and in Fig. 4.

this stage is of quasi-horizontal propagation from mid-latitudes into the
subtropics.

To add substance to this picture, estimates of particle dispersion have been
computed for the three points shown in Fig. 3. For point A, near the surface
at 45°N, vertical advection is negligible in the thermodynamic equation and
n’ can be obtained from the temperature distribution. We define 7 to be the
maximum latitudinal excursion of the temperature contour centered at the
latitude of interest. Curve A in Fig. 4 shows the time evolution of 7jat point A.
The temperature field at this level on day 6, following several days of almost
exponential growth in #, is shown in Fig. 5a. The frontogenesis and occlusion
process have left only a very narrow region of warm air at 45°N. This region
is eroded by the term representing sub-grid-scale mixing in the model until,
by day 8, the isotherm displacement is near zero. Because of the mixing
processes that have come into play, however, 7 cannot be used as a measure
of particle dispersion beyond day 6.

The curves for points B and C are both obtained from the maximum
latitudinal excursions on isentropic surfaces of the Ertel potential vorticity
contour centered at the point of interest. At point B, the growth of /j lags that
at A. It reaches a maximum soon after day 7 and declines to negligible values
at day 10. Analysis shows the dynamics here to be nearly reversible, with
fluid particles returning to their initial latitudes. The growth of 7 at C slightly
lags that at B but continues until day 8. The Ertel potential vorticity on the
350-K 1isentropic surface (which passes close to C) is illustrated in Fig. 5b.
The potential vorticity field is being wrapped around a large subtropical gyre.
This wrapping, or ‘“wave breaking,” continues and generates small-scale
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structures that are eventually dissipated. There is a marked similarity be-
tween these processes and those noted by McIntyre and Palmer (1984) as
occurring in the stratosphere.

A simple model that provides a hint of the wave behavior responsible for
the last stage of this life cycle is the nondivergent barotropic vorticity equa-
tion on the sphere, linearized about a zonal-mean zonal flow #:

oL’ u o A 291
ot acos(d) 04  acos(f) A wH (3.6)

where 7= a~! 8(f+ {)/80. The resulting mean flow accelerations can be
computed from
out 0 (7 _ NP
ot ot 2y 2y

3.7)
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FiG. 4. Maximum meridional displacement of fluid particles (in degrees of latitude) initially
at the points A, B, and C of Fig. 3, for the baroclinic eddy life-cycle calcutation, estimated as
descnibed in the text.



(a)

(b)

FIG. 5. (a) Temperature field on the lowest sigma-surface (0.967) at day 6 of the life cycle calculation and (b) Ertel potential vorticity field on the
350-K isentropic surface at day 8. The contour intervalsare 5 K and 0.8 X 10~ m?s~! K kg~! and the arrows in (b) are the flow field on this isentropic
surface, in a frame of reference moving with the phase speed of the wave.
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Fic. 6. Evolution of wave activity in the linear barotropic decay calculation described in the
text. Contour interval is 0.25 m s~

o
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but we do not take these changes in mean wind into account in the linear
model described here. In Figs. 6 and 7 we show the result of integrating (3.6)
from the initial condition

{'(6,4) = C cos(8) cos(M A)exp{—[(6 — 45°)/10°*} (3.8)
with M = 6 and C = 5.0 X 10~3 s, Plotted in Fig. 6 is the evolution of the
wave activity
_ {7 cos(8)

2y

assuming a wind profile typical of that in the wintertime upper troposphere,
given by

u(@)= (18 ms~)sin{(37/2)[1 + sin(A)]} + (14 ms~ ') cos*(d) (3.10)

and setting v = 10* m? s™'. As can be seen from (3.7), the domain integral of
A is conserved in the absence of dissipation. Choosing a time T large enough
that the eddy activity at this time is negligible, we can compute from (3.7) the
net change in mean zonal wind induced by the eddy propagation and decay
as

A (3.9)

[#(T) — u(0)] cos(§) = A(t = 0) — 2ly J; TW dtcos(d) (3.11)

25
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CHANGE IN U COS(8) (m s™%)
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F1G.7. Final zonal-mean flow modification predicted by linear barotropic model of Fig. 6 for
two different diffusivities. The solid line above the axis is the mean flow acceleration due to the
radiation of wave activity out of the region where it was initially located [the first term on the
right-hand side of (3.11)}; the lines below the axis are the mean flow decelerations (for the two
values of v} due to the dissipation of wave activity [the second term on the right-hand side of
GIDL(——v=10*m2s"); eoee vy = 10 m2 571

The two terms on the right-hand side, and their sum, are plotted in Fig. 7 for
v = 10* as well as for the larger value of 10°.

In the case of solid body rotation (not shown), the eddy activity spreads
more or less uniformly over the sphere. The mean flow is accelerated in the
region in which the initial wave activity is large, while the compensating
deceleration, determined by the dissipation of wave activity, occurs over a
wide range of latitudes. For the typical wintertime profile, however, the wave
drag is focused in subtropical and, to a lesser extent, subpolar latitudes. This
behavior can be understood qualitatively by thinking of the initial distur-
bance as being made up of a number of wave packets with different domi-
nant meridional wave numbers and, therefore, different phase speeds ¢. For
M = 6, all of these wave packets have critical latitudes where u = ¢ and are
absorbed as they approach these latitudes [see, e.g., Yamagata (1976)]. (For
longer waves, M = 1-3, the initial condition would also contain wave
packets with phase speeds that are westward with respect to the mean flow at
all latitudes; the evolution of this part of the initial condition would resemble
more closely that found in the case of solid body rotation.) The linear model
generates a cascade to small meridional scales near where the dominant wave
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packets in the initial disturbance reach their critical latitudes and near where
one also expects the fully nonlinear model to wrap the vorticity contours so
as to ultimately dissipate enstrophy.

This linear model captures the basic mechanism, Rossby wave dispersion
out of mid-latitudes, that generates the eddy momentum fluxes in the atmo-
sphere. These eddy momentum fluxes determine the surface stress and,
therefore, the surface wind distribution outside of the deep tropics, since the
convergence of the eddy flux in these regions can only be balanced in the
time mean by surface drag. We say determine rather than simply balance the
surface stress, since it is difficult to see how the small surface winds have a
significant back effect on the wave sources if the surface is uniform. (In the
presence of surface orography there are significant feedback possibilities of
this sort, however.) Note also that the initial condition in this caiculation has
no meridional phase tilt. If we loosely think of baroclinic instability as
creating the initial disturbance, it is evident that the momentum fluxes
generated by the wave dispersion need bear no close resemblance to the
momentum fluxes associated with the structure of the unstable wave.

It is clear from linear results such as these, as well as the life-cycle studies
and observational analyses, that the tropical upper troposphere is a grave-
yard for planetary wave activity. The mixing induced by this wave dissipa-
tion is, as we have argued in Section 2, crucial in determining the zonal wind
and vorticity gradient profiles in low latitudes. Since there does seem to be a
region (point B in Fig. 4) where the dynamics is nearly linear and reversible,
we believe that much can be done in studying this upper-tropospheric mix-
ing by ignoring the complexities of the mixing in the source region and
instead specifying the wave sources. Simplification of this sort is needed to
help make sense of the complex of questions associated with the interaction
of equatorward propagating planetary waves with the zonal flow, the Hadley
cell, and moist convection in the tropics.

4. Eppy FLux CLOSURE

One can conceive of an eddy flux closure scheme based on the ideas of the
preceding section as consisting of two parts: a theory of finite amplitude
baroclinic instability that provides not only the irreversible mixing in the
source region in mid-latitudes near the surface but also the space-time
spectrum of planetary waves radiating out of this region; plus a theory of
mixing induced by these waves after their propagation into the subtropics or
the middle atmosphere. Whether or not this separation of the mixing into
two distinct parts is useful, our view is that nearly all of the mixing is the end
result of a cascade process, with the rate of dissipation of potential enstrophy
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in the interior (or temperature variance near the lower boundary) controlled
by the large scales themselves, as in fully developed turbulence. This
“strongly nonlinear” picture should be contrasted with “weakly nonlinear”
theories in which this rate of dissipation is determined by the strength of
radiative damping, Ekman pumping, or thermal interchange with the sur-
face.

Specifically, the time-averaged quasi-geostrophic potential enstrophy
budget reads {v”q’ dg/dy) = {dissipation}, where braces denote a horizontal
average and the overbar a time mean. The mean flow modification resulting
from the eddy potential vorticity flux is thus intimately related to the en-
strophy dissipation. In a “weakly nonlinear” theory, one has, schematically,
{dissipation} = u{q’?}, with u independent of the large-scale flow, and the
potential enstrophy production and dissipation both occur on the same large
scales. Examples of “weakly nonlinear” theories can be found in several
papers by Pedlosky (1970, 1979). The simple scaling arguments of Stone
(1972) and Held (1978) for the magnitude of the transient fluxes in the
source region should be thought of as ‘‘strongly nonlinear,” since the claim
made is that these magnitudes can be understood to first approximation
without explicit reference to the strength of radiative damping, Ekman
pumping, etc., and this is only possible if dissipation rates are determined by
cascade rates.

This issue could, in theory, be settled by observational analyses, although
the difficulty of obtaining a well-balanced potential enstrophy budget for
transient eddies in the tropospheric interior or for temperature variance near
the surface suggests that GCMs may be required for this purpose. It may well
be that compromise is necessary, with cascades to small scales and dissipa-
tion on the large scale both being of importance. We suspect that such a
compromise is more likely to be needed near the surface; on the one hand,
the cascade of temperature variance is evident in the occlusion and frontal
formation processes; on the other hand, it is likely that air-mass modification
through heat exchange with the surface also plays a significant role, particu-
larly over the oceans.

A proposal for mixing by baroclinic instabilities in the source region that
has attracted considerable attention is that of “baroclinic adjustment”
(Smagorinsky, 1963; Stone, 1978). In analogy with the well-known treat-
ment of mixing due to gravitational instability, it is proposed that baroclinic
instabilities “neutralize” the atmosphere. In the framework of the two-layer
model, the instabilities are thought of as preventing the isentropic slope from
increasing beyond the critical slope provided by Phillip’s criterion. The
similarity of the observed mid-tropospheric isentropic slopes poleward of the
subtropical jet to this critical slope has been taken as confirmation of the
basic idea.
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The natural procedure for constructing the analogous neutralized state in
a continuously stratified atmosphere is to satisfy the Charney-Stern crite-
rion by destroying the temperature gradient at the surface and by destroying
the potential vorticity gradient in a layer adjacent to the surface so as to avoid
destabilizing vertical curvature at the top of the layer (Lindzen and Farrel,
1980; Held, 1982). In this continuous case it is considerably more difficult to
argue that the eddies are successful in neutralizing the flow, since this state
bears no particular resemblance to the observed mean flow. Is the aforemen-
tioned agreement between the two-layer model’s critical isentropic slope and
the observed extratropical slope simply a coincidence?

When the isentropic slopes in Charney’s continuously stratified model
drop below the critical slope in the two-layer model, the horizontal wave-
lengths and vertical scale of the unstable modes begin to decrease. One
possibility then is that these small eddies are relatively inefficient at mixing,
so that the flow is effectively neutralized if the isentropic slopes drop much
below this point (Held, 1978). Because the changes in eddy scales as the
mean flow parameters change are quite gradual, however, this argument
does not seem adequate. Alternatively, one can use radiative—convective
models of the vertical temperature profile (Manabe and Wetherald, 1967) to
show that for any reasonable tropospheric static stability the dynamic heat-
ing of the troposphere must extend at least a scale height from the surface.
One can then argue that an atmosphere dominated by shallower eddies is
inconsistent; the static stability would decrease until deeper eddies were
generated that could maintain a consistent radiative—convective equilib-
rium, and this requires isentropic slopes at least comparable to the two-layer
model’s neutralizing slope. [See Branscome (1983) and Gutowski (1985) for
related arguments. ]

In light of all of these untested speculations, it is probably wise to retreat
and to ask how well the baroclinic adjustment concept or other closure ideas
explain the results from idealized numerical models. A logical starting point
might be a two-layer model with radiative relaxation toward a baroclinically
unstable temperature gradient, Ekman pumping in the lower layer, and
scale-selective horizontal mixing to accept the enstrophy cascade. For what
range of radiative equilibrium temperature gradients, widths of the unstable
region, and radiative and frictional relaxation times is baroclinic adjustment
a useful concept? Are mixing length ideas useful when the meridional width
of the unstable region is large compared with the radius of deformation, as
argued in Haidvogel and Held (1980)? Under what conditions does a “life-
cycle” experiment (in which one finds the most unstable modes on the
time-averaged flow, then initializes with the mean flow plus a small ampli-
tude normal mode, and watches the mode equilibrate) provide useful infor-
mation about the statistically steady state? At what point do multiple zonal
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jets emerge as the unstable region is widened [see Williams’s (1978) Jupiter
simulations]? How does the partition of the enstrophy dissipation between
small-scale mixing and large-scale damping (radiative relaxation, Ekman
pumping) depend on the various model parameters? Careful numerical
experiments aimed at questions such as these are needed if we are to make
progress on the difficult eddy flux closure problem, even if results for such an
idealized, dry, two-layer model are not directly relevant to the atmosphere.

5. STATIONARY EDDIES AND THEIR INTERACTION WITH TRANSIENTS
5.1. Extratropical Stationary Eddies

Given all of these obstacles standing in the way of an adequate theory for
the climate of an atmosphere with zonally symmetric lower boundary, it
may seem presumptuous to consider an atmosphere with as complex a lower
boundary as the Earth’s. However, much progress can be made by consider-
ing the zonal-mean flow as given and analyzing the deviations from zonal
symmetry in the context of linear wave theory. Indeed, the pioneering work
of Charney and Eliassen (1949) and Smagorinsky (1953) on topographic and
thermal forcing, respectively, held out the promise that linear stationary
wave theory might be of quantitative as well as qualitative value in explain-
ing the asymmetries. The goal of a quantitative theory receded somewhat for
a number of years, as the calculations became more detailed but did not
improve systematically. In retrospect, this seems to have been due to the fact
that nearly all calculations were performed on a mid-latitude beta-plane with
reflecting walls, thus seriously distorting the meridional propagation of
planetary waves and introducing potentially unphysical resonances. More
recent work with linear primitive equation models on the sphere has again
raised the possibility of quantitatively useful linear theories.

Linear inviscid stationary wave theory breaks down in low latitudes,
where the phase speed of the wave (zero) is comparable to the zonal flow
speed. There is little doubt that this breakdown results in at least partial
absorption. The simplest indication of this is that the stationary eddy mo-
mentum flux is nearly always directed from low latitudes to mid-latitudes.
Assuming that the theory of planetary waves on a slowly varying basic state is
relevant, thisimmediately translates into the statement that the equatorward
propagating waves are of larger amplitude than any poleward propagating
waves. While partial reflections are a possibility, as suggested by steady-state
nonlinear theories, we are aware of no observational studies that indicate
that reflection is occurring in the troposphere; indeed, it will take a careful
analysis to distinguish between a reflected wave and a wave forced directly by
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tropical heating or, perhaps, by convection generated by the incident wave. It
seems to us to be the appropriate working hypothesis that low-latitude ab-
sorption is sufficient to prevent stationary wave resonance. This leads us to
the position that most of the work on multiple equilibria for stationary waves
interacting with zonal flows, depending as it does on resonantlike behavior
of the stationary waves, is not likely to be applicable to the troposphere,
unless the zonal winds happen to be configured in such a way that they do not
allow propagation into the tropics.

An additional problem that stands in the way of quantitative tests of linear
stationary wave theory is our lack of information on the observed diabatic
heating distribution. One way of trying to circumvent this difficulty is to use
the heating distribution produced by a GCM and compare the resulting
stationary waves with those produced by the same GCM. Figure 8 shows one
result from a study of this sort carried out by Nigam (1983) and Nigam et. al.
(1986). It compares the deviations from zonal symmetry of the 300-mb
meridional velocity predicted by a linear model with that produced by the
GCM for the Northern Hemisphere winter. A large Rayleigh friction is
introduced in the tropics of the linear model to make it strongly absorbing.
This damping not only absorbs the waves incident on the tropics, but also
controls the strength of the response (both tropical and extratropical) to the
tropical diabatic heating. The results are reasonably good at this level, some
of the more serious discrepancies being off the west coast of North America
and in the immediate vicinity of the Tibetan plateau. The solution deterio-
rates significantly in extratropical latitudes as one moves to lower levels. The
value of such a linear simulation of the stationary wave field is that it can be
easily dissected into the responses to different parts of the forcing. Such a
dissection shows that the response in the Northern Hemisphere extratropical
upper troposphere during winter is a rathef complicated superposition of the
response to extratropical diabatic heating (mainly latent heating in the oce-
anic storm tracks), tropical latent heating, and flow over the major mountain
complexes, the last being dominant in the meridional velocity and geopo-
tential height field, but with all three of importance for the zonal wind
maximum off Japan.

We should not expect too much from linear theory. Transient eddy heat
fluxes undoubtedly grow in importance as one approaches the surface. At
850 mb in NH winter, they damp the standing eddy temperature variance
with an e-folding time of =5 days (Lau, 1979). Furthermore, observational
studies of the vorticity budget indicate that transient eddy fluxes are as
important as the mean fluxes of vorticity in balancing the vorticity loss at the
surface in the Aleutian and Icelandic lows (Lau, 1979). In the upper tropo-
sphere, on the other hand, linear theory may be better than one might expect
at first glance. In quasi-geostrophic theory, for a linear stationary wave in a
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FiG. 8. Deviation of 300-mb meridional velocity from its zonal mean in (a) the linear
stationary wave model of Nigam et al. (1986), which utilizes the GCM’s zonal flow and diabatic
heating field and (b) a GCM simulation of NH winter. Contour interval is 1 m s™! and shaded

areas are negative.
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source-free region,

_dq’ , 0g

u i v 3y 5.1
In the special case that # and dg/dy are independent of y (but with arbitrary z
dependence), we have J(y’, ¢”) = 0, implying that the linear solution satis-
fies the fully nonlinear equation. If #~! dg/dy is slowly varying, J(y’, ¢’) will
be nonzero but still much smaller than a naive scaling would indicate.
Perhaps the deterioration of the forced wave solution as one descends in the
troposphere is in part a consequence of diabatic heating and transient eddy
fluxes destroying the balance (5.1) and thereby creating nonnegligible mean-
flow nonlinearity.

5.2. Tropical Stationary Eddies

Progress in developing an understanding of large-scale stationary eddies in
the tropics has been slowed by a variety of problems: the absence of a strong
mean zonal flow about which to linearize, uncertainty as to the importance
of small-scale momentum transport, and the absence of adequate observa-
tions. To help focus the discussion, we begin by considering the following
steady vorticity, divergence, and thermodynamic equations, which have
been linearized about a uniform zonal flow #:

ﬁ‘;—x'+ﬂu' =—fD’ (5.2)
SO —Bpu =vip’ (5.3)

vy 62¢I A 7
um+N2w =Q (5.4)

We denote the characteristic length scales in the zonal, meridional, and
vertical directions by L,, L,, and H. The other relevant length scales are
Lg=(u/$)""? and the Rossby radius of deformation Ly = NH/f, where we
take f~ BL,. Consistent with observations we assume that L,~ L, < L,.
The vorticity equation then gives {'/D’ =~ L,/L,. In (5.3) the advection of
divergence is found to be negligible, and this equation gives ¢’ ~ SL3{".
Finally, taking w’ = D’H, the ratio of horizontal to vertical advection terms
in (5.4) is found to be f2L3/(N*H?) = L}/L%. For tropical motions with
f=2X1073s7, Ly~ 500 km, N>~ 104 572, and H = 5 km, this ratio is
equal to 1/25 so that the horizontal advection of temperature is negligible.
We are left with the interesting situation that the thermodynamic equation
gives the divergent flow (assuming that Q is given), the vorticity equation
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then gives the rotational flow, and the divergence equation determines the
temperature structure.

From the Southeast Asian summer monsoon data of Krishnamurti
(1971), Holton and Colton (1972) found that (5.2) was totally unable to
model the correct position of the upper-level Tibetan anticyclone unless
strong damping of vorticity was included, thereby moving this anticyclone
from west of the upper-level divergence (as implies by v = —fD) to almost
coincident with it. This addition of strong vorticity damping has proven to be
quite useful in constructing qualitative linear models of the zonally asym-
metric mean tropical flow [e.g., Gill (1980)]. The possibility that this upper-
tropospheric “damping” is crudely accounting for neglected nonlinearity is,
we believe, strongly supported by the analysis of a GCMs tropical vorticity
budget (Sardeshmukh and Held, 1984) and the vorticity budget of observed,
analyzed, and initialized fields routinely constructed at ECMWF (Sardesh-
mukh and Hoskins, 1984). The GCM had no sub-grid-scale vertical mixing
of momentum in the upper troposphere and a biharmonic horizontal diffu-
sion had little effect on the vorticity budget, and yet the model produced a
fairly realistic Tibetan anticyclone and monsoonal rainfall. The vorticity
balance was found to be strongly nonlinear, with horizontal advection of
relative vorticity playing the dominant role in balancing the stretching. A
problem with the GCM analysis was that terms in the vorticity budget
averaged over one month had considerable structure on the smallest scales
resolved by the model, particularly near the Tibetan plateau. The ECMWF-
analyzed fields for the anomalous El Nifio-Southern Oscillation NH winter
of 1982-1983 used by Sardeshmukh and Hoskins were considerably
smoother, but the conclusion as to the importance of nonlinearity was the
same.

Important features of the upper-tropospheric vorticity balance are well
illustrated by the 150-mb absolute vorticity, divergence, and stream-func-
tion contours for the more normal NH winter of 1983 -1984, shown in Fig.
9. The simplest balance, fv = —fD, is clearly inadequate. The regions of
strong convection with large D > 0 (indicated by stippling) tend to be asso-
ciated with small absolute vorticity {,, so the generation of anticyclonic
vorticity {,D is smaller than would be obtained from the linearization fD.
Comparison of the mean stream function with the mean vorticity suggests
that outside regions of intense convection, vorticity is nearly conserved
following the flow. Twisting and vertical advection are found to be negligi-
ble, and transient terms are generally smaller than the mean flow terms,
although not entirely negligible. The relatively small residual found in the
budget does not suggest the presence of large friction in the tropical upper
troposphere.

The foregoing discussion suggests that a useful model of the tropical



Fi1G. 9. Contours of (a) stream function and (b) absolute vorticity in the latitudinal belt 30°S to 30°N at 150 mb for the northern winter (DJF) of
1983-1984. The contour intervals are 5 X 10°m?s~'and 1 X 10~% 7%, respectively. Also shown by heavy contours in (b) is the divergence, with a
contour interval of 3 X 10~¢ s~1. Positive values greater than 3 X 10~¢ are stippled and negative contours are dashed.
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upper-tropospheric, long-wave pattern corresponding to specified heat
sources 1s

a,

S NCART (5.5)

Here v = v, + vy, where vy, is the specified divergent wind associated with
D = &Q/N?)/3z. Advection by the divergent flow vy, is essential; otherwise
an anticyclonic vorticity source within a closed stream-function contour of
the Tibetan anticyclone, say, could only be balanced by transients or dissi-
pation. Determination of Q is the remaining formidable problem. It should
be noted that if the entire Q field is specified, then the flow field at a given
level can be determined independent of the flow at other levels. However, in
a simple tropical model, one should at a minimum write Q = Q_nvective —
T/t (separating latent heat release from radiative cooling) so as to allow the
model to predict the pattern of downward motion that compensates the
ascent in the convective regions. The dependence of the radiative cooling on
To 3/9z7 provides vertical coupling and thereby greatly complicates the
problem.

While nonlinearity in the vorticity equation evidently plays a dominant
role in the tropical upper troposphere, near the ground the flow is weaker due
to surface friction, and the balance appears to be

fo=—fD— Kt (5.6)

where, once again, v = v, + v, with v, determined by the heating; the final
term represents the effects of stresses in the planetary boundary layer. Both
evaporation and moisture transport are strongly controlled by the low-level
flow, so one can conceive of estimating Q.. vective Without reference to the
nonlinear upper-tropospheric flow. However, it seems that the pattern of
radiative cooling and the low-level divergence field outside of the convecting
regions must be affected by the upper-level nonlinearity.

5.3. Zonally Asymmetric Transients

All transient eddy statistics of interest (heat, momentum, and moisture
fluxes, eddy kinetic energies, etc.) are observed to be strongly zonally asym-
metric. The “synoptic-scale™ transients, in particular, are organized into
well-defined storm tracks that tend to be located downstream and poleward
of the mean jet maxima. Frederiksen’s (1979, 1980) calculations have shown
that storm track position can be understood to first approximation from the
baroclinic instability of the time-mean zonally asymmetric flow. Thus, it
appears that the asymmetry of the lower boundary controls the storm tracks
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through its control of the stationary eddy pattern and not primarily through
direct thermal or orographic forcing. In particular, “lee-cyclogenesis”
(which we take to refer to the direct interaction of cyclones and topography)
may be of importance in some regions but does not seem to be an important
cause of the major oceanic storm tracks. Based on these instability analyses
and observational studies such as that of Hoskins et al. (1983), a three-di-
mensional extension of the baroclinic wave life cycle described in Section 3 is
suggested: wave activity is generated by baroclinic instability at low levels off
the east coasts of the NH continents, propagates downstream and vertically
to upper-tropospheric levels, and then propagates equatorward into regions
where the wave activity is dissipated.

The effects of transient eddies on the time-mean zonal asymmetries in
mid-latitudes is a complex problem, many facets of which have yet to be
explored. Budget studies [i.e., Lau (1979)] indicate a rather modest (but not
negligible) role for transient eddies in the structure of the upper-tropospheric
stationary waves, and the simulation of a GCMs stationary eddies with a
linear mode! by Nigam et al. (1986) seems to confirm this for the NH
winter. (We are thinking here of the zonal-mean flow as being given; the
transients do exert strong control of the upper-tropospheric wave pattern
through their control of the zonal-mean flow on which the waves propagate
and of the low-level zonal winds that determine the strength of the oro-
graphic forcing.) At lower levels, thermal damping of stationary waves by
transients is substantial, and the combined effect of the heat and vorticity
fluxes in the storm tracks is to accelerate the low-level westerlies at the start
and middle of the track and generate cyclonic (anticyclonic) vorticity north
(south) of these westerlies (Lau and Holopainen, 1984; Hoskins et al., 1983).
Thus, the transients do appear to help maintain the Icelandic Low- Azores
High couplet, as an example. Upstream of these vorticity centers, the low-
level equatorward flow of cold continental air and the poleward flow of moist
subtropical air have a frontogenetic effect, increasing the low-level baroclin-
icity in the storm track. The implication is that transients may feed back
positively onto their organization into storm tracks. Direct calculations of
the effects of the observed transients on linear stationary wave models have
been performed by Youngblut and Sasamori (1980) and Opsteegh and Ver-
nekar (1982).

Examination of the wind or temperature tendencies due to observed tran-
sients can be misleading. In particular, the effects of transients can be very
nonlocal. As an example, consider the idealized situation in which transient
mixing is confined to a small region through which pass mean streamlines
that then traverse a much larger region where the mean flow is conservative;
mixing in the localized region can set the value of potential vorticity con-
served along each streamline in the larger region and thereby control the
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structure of the flow. As another extreme example, one can conceive of
transients as diffusively mixing some quantity (potential vorticity, say) so as
to effectively destroy any gradients in some region; but once the gradients
have been destroyed, the transient diffusive fluxes of that quantity also
disappear. While the role of transients would be clear as one watched the flow
evolve toward equilibrium, a budget analysis of the final steady state would
not provide this information. These examples are meant only to emphasize
that the effects of transient eddies must be studied in the context of a consist-
ent mean flow dynamics.

There are also circumstances in which the formal separation between the
time-mean flow and transient eddies itself obscures the underlying dy-
namics. Consider an atmosphere thatcoolsat therate X)) =uy, 0= y<1L,
and suppose that our idealized thermodynamic equation reads

90 a0

% v 3 5.7
Let the meridional velocity v be zero except for short bursts in which a
uniform southerly wind ¥ > 0 advects air poleward. Let T be the interval
between burstsand 1 < T theduration of aburst, and set ¥ = L/7 so that by
the end of each burst the atmosphere from y = 0 to L is nearly isothermal.
The time-mean temperature gradient will then be = —u7/2, and the time-
mean flow V1/T = L/T, implying a warming due to this mean flow of
=~ul /2. Therefore, at y = L the diabatic cooling L is half balanced by mean
heating and half by transients. At y =0, on the other hand, the diabatic
cooling is zero, and the mean flow heating uL/2 is balanced by transient
cooling. One is tempted to deduce from this formally correct analysis that the
mean flow is the important ingredient in maintaining the warmth in the
region, an inference totally at variance with the underlying dynamics. In
order to understand the time-mean temperature gradient in such a system,
one might try to understand what controls the time interval T between
bursts rather than to focus on the transient eddy flux as the quantity of prime
interest.

Whether or not analogs of this last scenario are of relevance to the station-
ary eddy pattern, it does seem suggestive of problems encountered in analy-
ses of blocking episodes in terms of a time-mean (or low-pass-filtered) flow
and higher-frequency transients. Conventional analyses of this sort in Hos-
kins et al. (1983) and later unpublished work almost always show the vor-
ticity flux convergence associated with synoptic eddies to be in the direction
of increasing the anomalous vorticity in the block; however, the heat flux
convergence does not usually appear to be in the right sense. This does not
agree with synoptic experience, which is that the poleward flux of warm air
ahead of elongated cold fronts seems to reamplify blocks. The example
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discussed in the preceding paragraph suggests that this contradiction may be
only apparent, the confusion resulting from the inclusion in the mean flow of

I, 66

part of the synoptician’s “transience.”

Despite the many potential pitfalls, we are optimistic that the developing
cross-fertilization among theory, numerical general circulation modeling,
and observational studies will result in rapid advances in our understanding
of the large-scale flow in the atmosphere. While we do not expect this under-
standing to be readily translatable into closure schemes and simple models
that could usefully compete with GCMs in simulating the time-mean flow in
the atmosphere, the most important test of our understanding will remain
the ability to distinguish between the essential and the inessential and thus to
model aspects of the general circulation in as simple a way as possible.
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1. INTRODUCTION

In the ongoing quest for an understanding of the atmospheric general
circulation, two of the central problems are (1) to identify the source or
sources of nonseasonal temporal variability and (2) to understand how this
temporal variability feeds back on the seasonally varying, time-averaged
circulation. These problems are recurrent themes in the modern general
circulation literature dating back to the works of Rossby, Starr, and Charney
in the 1940s.

As a result of the collective efforts of many investigators, it has become
widely accepted that baroclinic instability is the main source of transient
variability in the general circulation, and that in the later stages of their life
cycle, baroclinic waves feed energy into the time-mean zonally averaged flow
and planetary-scale low-frequency transients by barotropic exchange pro-
cesses. This view is exemplified by Smagorinsky’s (1972) juxtaposition of the
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terms “‘barotropic stability” and “baroclinic instability” as section headings
for one of his major review articles on general circulation research.

Among the more important pieces of evidence in support of this interpre-
tation are

(1) the rapid growth rates associated with baroclinic instability of realis-
tic atmospheric flows (Charney, 1947; Eady, 1949; Frederiksen, 1982);

(2) the fact that the structure and evolution of extratropical disturbances
on daily weather maps strongly resemble those of baroclinic waves as simu-
lated in nonlinear integrations based on a primitive equation model (Sim-
mons and Hoskins, 1978; Hoskins, 1983a); these simulated waves give up
much of their kinetic energy to the mean flow during the later stages of their
life cycle [see Held and Hoskins (this volume)];

(3) the dominance of the baroclinic conversion terms C, and Cy in the
Lorenz (1955) kinetic energy cycle as deduced from observations [e.g., Oort
(1964) and Oort and Rasmusson (1971)] and general circulation model
(GCM) simulations [e.g., see Phillips (1956) and Smagorinsky (1963)], to-
gether with the prevailing countergradient eddy transport of westerly mo-
mentum, which is evidence of a conversion of kinetic energy from the eddies
into the zonally averaged flow;

(4) the theoretical arguments of Onsager (1949), Fjortoft (1951), and
others that two-dimensional turbulence should be characterized by a “de-
cascade” of kinetic energy from the scale of the forcing (presumably baro-
clinic instability) toward larger scales; the predicted “de-cascade’ has been
verified in a number of observational studies [e.g., see the reviews of Saltz-
man (1970) and Holopainen (1983)).

The preceding evidence in favor of baroclinic instability/barotropic stabil-
ity as a conceptual model for interpreting the energetics of large-scale atmo-
spheric motion is based on theoretical analyses, modeling studies, and ob-
servational diagnostics that either explicitly or implicitly ignore the strong
stationary wave patterns induced by the major mountain ranges and land -
sea thermal contrasts. That the stationary waves might conceivably influ-
ence the structure and energetics of the transient eddies has long been recog-
nized [e.g., see Saltzman (1963)], but it has only been within the past decade
that this problem has attracted widespread interest.

The works of Blackmon (1976), Blackmon ef al. (1977), and Lau (1978,
1979) established that the transient eddy variance and covariance statistics
for fluctuations with periods on the order of a week or less are organized in
terms of elongated “storm tracks” that lie slightly poleward of the climato-
logical mean jet-exit regions over the oceanic sectors of the Northern Hemi-
sphere during wintertime. Frederiksen (1979, 1982) was able to simulate
many of the features in these distributions in a linear stability analysis of the
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longitudinally dependent climatological mean flow. The effects of these
transient eddy fluxes on the time-mean flow have been investigated by
Hoskins (1983b) and by Lau and Holopainen (1984).

From the studies cited above it is evident that the stationary waves tend to
organize baroclinic disturbances into preferred longitudinal sectors but do
not fundamentally alter their wavelength, their meridional and vertical
structure, their evolution, their fluxes in the meridional plane, or their ener-
getics. Results of Hoskins (1983b) and Hoskins et al. (1983) indicate that in
addition to their predominantly countergradient meridional fluxes of zonal
momentum, longitudinally localized baroclinic waves produce a systematic
westward flux of zonal momentum that is also countergradient, since the
major storm tracks lie in the exit regions of westerly jetstreams. This west-
ward flux enhances the barotropic energy conversion from the baroclinic
waves into the time-mean flow as they evolve through their life cycle.

Fluctuations with periods longer than about 10 days exhibit a structure
and evolution quite different from their higher-frequency counterparts. On
these longer time scales the presence of the stationary waves is felt through
their influence on the dispersion of trains of Rossby waves (Branstator, 1983)
and through their role in organizing a significant fraction of the low-fre-
quency variability into standing oscillations with geographically fixed nodes
and antinodes (frequently referred to as “teleconnection patterns™). The first
effect is most evident at intermediate time scales (10 - 30-day periods), while
the second is most evident at long time scales (periods longer than a month
and in the interannual variability of wintertime means) (Blackmon et al.,
1984a,b).

The specific dynamical mechanism(s) responsible for organizing the low-
frequency variability into teleconnection patterns are not yet well under-
stood, but Simmons ez al. (1983) have shown evidence that barotropic insta-
bility of the climatological mean flow plays a role in several of the observed
patterns. In terms of structure and evolution, the normal modes associated
with this “two-dimensional barotropic instability” are fundamentally differ-
ent from the modes associated with the classic zonally symmetric barotropic
instability problem (Kuo, 1949). The primary mechanism by which they
extract kinetic energy from the zonal flow is through the eastward (down-
gradient) flux of zonal momentum in the jet-exit regions. If this process
proves to be important, then there will be a need for a reinterpretation of the
role of barotropic conversion processes in the atmospheric general circula-
tion.

In this chapter we will be concerned with the interactions between the
transient eddies and the longitudinally dependent time-mean flow. After a
brief review of the structure of the eddies, we will examine the barotropic
conversion term in the Earth’s atmosphere for both hemispheres and both
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seasons. For the Northern Hemisphere winter we will show results based on
three different observational data sets. We will contrast the observational
results with comparable results based on three different GCM experiments
carried out at the Geophysical Fluid Dynamics Laboratory (GFDL): one for
an Earth-like planet; one for a planet with a land -sea distribution like the
Earth’s, but with no mountains; and one for a planet with neither mountains
nor oceans. Throughout the chapter we will be contrasting the behavior of
high-frequency (periods less than 10 days) fluctuations and lower-frequency
fluctuations, which appear to play very different roles in the general circula-
tion.

2. STRUCTURE OF THE TRANSIENT EDDIES

Following Hoskins et al. (1983), the velocity correlation tensor can be
divided into isotropic and anisotropic (trace-free) components

K 0 M N
(5 o]+ 2] e

K=@W?+0v?32, M=w?-07?)2, N=uv (22

Here the overbars represent climatological (time) means and the primes
represent deviations from them. The principal axis of the velocity correla-
tion tensor is oriented at an angle

6 =} tan~\(N/M) (2.3)

relative to the x axis. In coordinates (£, §) aligned with the major and minor
axes,

where

M=@?-57)2, N=0 (2.9)

Since K and M are invariant under the rotation of the axes, it is possible to
define a coefficient of anisotropy

a=M/K (2.5)

which lies between zero and one, where o — 1 as 2 — 0.

The line segments in Fig. | depict the minor axes of the velocity correla-
tion tensor, calculated by applying the preceding relationships to National
Meteorological Center (NMC) operational 300-mb height analyses for eight
Northern Hemisphere winter seasons (November 15-March 14, 1966-
1967 to 1968 - 1969 and 1970-1971 to 1974 -1975). Data processing pro-
cedures are as described by Lau et al. (1981). We have chosen to display
minor rather than major axes because observational results by Blackmon et
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al. (1984b) indicate that over much of the hemisphere the group velocity
associated with Rossby-wave dispersion tends to be eastward relative to the
ground and parallel to the minor axes wherever it has a substantial zonal
component. The length of the line segments is proportional to the coefficient
of anisotropy.

The loops in Fig. 1 represent the 0.3 contour on selected one-point corre-
lation maps for wintertime 500-mb height, as computed in Blackmon e al.
(1984a). In most cases they resemble ellipses with minor axes corresponding
closely to those associated with the velocity correlation tensor. The degree of
ellipticity is related to the coefficient of anisotropy; where « is small, as
indicated by short line segments, the loops tend to be more or less circular,
whereas as o becomes larger, they become more like closed slits.

Figure la shows results based on unfiltered data, which exhibit only a
modest amount of anisotropy, with & reaching values of 0.4 over the western
United States. Even where « is small, there is a generally good agreement
between the orientation of the closed curves and the minor axes of the
velocity correlation tensor. Results for filtered data, shown in Fig. 1b,c,
indicate a somewhat higher degree of anisotropy, with & reaching values of
0.55 over some regions in the low-pass filtered data.

Transient eddies in the 2.5- to 6-day period range [isolated by subjecting
the wind and geopotential height data to the bandpass filter described by
Blackmon (1976)] tend to be organized as east—west wave trains, in which
individual disturbances have longer meridional scales than zonal scales.
There is a prevailing tendency for a WNW - ESE orientation of the minor
axes, particularly at the lower latitudes, which is indicative of an equator-
ward component of the group velocity. The bands of long line segments with
similar alignment extending across the North Pacific and North America
and across the North Atlantic and western Europe are suggestive of wave-
guides.

Eddies with periods longer than 10 days [isolated using the low-pass filter
described by Blackmon (1976)] tend to be elongated in the east—west direc-
tion, as evidenced by the prevailing north - south orientation of their minor
axes in Fig. 1c. Their anisotropy is particularly large over the oceanic sectors
of the hemisphere. Over North America and parts of Eurasia there is evi-
dence of the NW - SE Rossby-wave dispersion documented by Blackmon e¢
al. (1984b).

3. A VECTORIAL REPRESENTATION OF THE BAROTROPIC CONVERSION

In Cartesian coordinates, the barotropic energy conversion from the tran-
sients into the time-mean flow is given by

C = u"2(3u/ax) + v"2(dv/dy) + u’v’(dv/dx + du/dy) (3.1)
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Seae

FiG. 1. Line segments indicate orientation of minor axes of local eddy correlation tensors;
lengths are proportional to a = M/K, the coefficient of anisotropy. Scale given at lower left.
Calculations based on eight winters of 300-mb NMC wind analyses, as described in text. Closed
loops represent 0.3 contours of one-point correlation maps for 500-mb height at selected grid
points, indicated by dots, based on data used in Blackmon et al. (1984a). (a) Unfiltered,
twice-daily data; (b) bandpass (2.5 ~6-day period) filtered data; (c) low-pass (>> 10-day period)
filtered data. Except for Figs. 5, 6¢, and 6d, the outermost latitude circle for all polar stereo-

graphic plots in this chapter is 20°N. Latitude circles and meridians are drawn at intervals of
20°,

To an accuracy of about 10%, it can be assumed that the time-mean flow
in extratropical latitudes is nondivergent, and dv/dx is negligible in compari-
son to du/dy, so that

C = (u" — 02)du/ox) + u’v’(du/dy) (3.2)
or, following Hoskins er al. (1983) and Simmons ez al. (1983),
C=—E-Vu (3.3)

where

E=~(u?-0v?%u'v") 3.4)



Fi6. 1. (Continued)
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CRENONE
>

(e) (f) (g}

FiG. 2. Schematic illustration of the relationship between the eddy correlation tensor, indi-
cated by the ellipses, and the E vector [calculated with reference to the usual (x, ) coordinates],
indicated by the arrows. () M <0, N=0; (b) M <0, N=—M/2; (c) M <0, N=—2M:(d)
M=0,N>0(e)M>0,N=0,(NM=0,N<0;(gg M=0,N=0.

In defining E, we have followed the sign convention established by Hos-
kins et al. (1983), which is motivated by the Eliassen — Palm flux formulation
of Edmon et al. (1980). With this definition, the E vector tends to be in the
direction of the relative group velocity, and the effective transient eddy flux
of westerly momentum is directed in the opposite sense asE.

For M > N, E assumes a nearly zonal orientation. If v'2> y’2, E is
directed eastward, and since

tan~!(N/2M ) = } tan"{(N/M) 3.5)

it almost exactly coincides with the minor axis of the velocity correlation
tensor, as indicated in Fig. 2a,b. Such a relationship is observed throughout
most of temperate latitudes in the bandpass filtered data (Fig. 1b). For
M > Nand u’? > v’?, E is directed westward, and for the same reason, it
almost exactly coincides with the major axis of the velocity correlation
tensor, as in Fig. 2e. Such a relationship is observed over the oceanic sectors
in the low-pass filtered data (Fig. 1c). These situations were emphasized by
Hoskins ez al. (1983). It should be noted that if N is larger than M/2, E will
not be parallel to the axes of the eddy correlation tensor; e.g., see Fig. 2¢,d.f.
In contrast to the axes of the velocity correlation tensor, which are invar-
iant under rotation of the coordinate system, E is a pseudovector whose
orientation depends on the coordinate system in which it is computed; e.g.,
the E field computed in natural coordinates oriented relative to the local
absolute vorticity contours is noticeably different from that computed in
conventional latitude-longitude coordinates [see Hoskins ef al. (1983)].
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4. OBSERVATIONAL RESULTS
4.1. NMC Analyses; Northern Hemisphere Winter

Figure 3a shows the distributions of E and « based on the same data set
as Fig. 1. It is evident that the distribution of E and its relation to the zonal
wind field is rather complicated and exhibits a strong regional dependence.
Large conversions of kinetic energy from the time-mean flow to the transient
eddies, as evidenced by E vectors directed up the gradient of %, occur in the
jet-exit region over the central Pacific and to the north of the jet-entrance
regions over the southern United States and North Africa. Conversions in
the reverse sense occur over much of the Atlantic. These areas correspond to
extrema in the distribution of E - Vi, shown in Fig. 4a.

In the bandpass (2.5- to 6-day period) filtered data, shown in Fig. 3b, the
most striking features are the bundles of eastward E vectors, directed down
the gradient of # in the major storm tracks located slightly poleward of the
jet-exit regions over the oceanic sectors of the hemisphere. Blackmon e al.
(1977, 1984a) and Lau (1979) have argued that the structure of the high-fre-
quency transient eddies within these storm-track regions can be identified
with baroclinic wave activity. As in the unfiltered pattern, E is directed up
the gradient of # over much of the United States. The pattern of E - Vy,
shown in Fig. 4b, is dominated by regions of strong conversion of kinetic
energy from the transient eddies into the mean flow over the oceanic sectors
that are not so apparent in the unfiltered data (Fig. 4a). In these regions, the
eddies with short time scales transport westerly momentum westward,
toward the jet streams, thereby increasing the kinetic energy of the time-
mean flow at the expense of the transient eddies.

Figure 3¢ shows a sharply contrasting picture for the low-frequency com-
ponent of the transient eddies, which corresponds to fluctuations with pe-
riods longer than 10 days. Throughout most of the hemisphere, the E vectors
have a westward component consistent with the east —west elongation of the
low-frequency eddies in Fig. 1c. The longest E vectors in Fig. 3¢ are located
in the jet-exit region over the central Pacific, where they are directed up
the gradient of #. An analogous but weaker region of westward E vec-
tors is located over the Atlantic jet-exit region. The same features show up
with greater clarity in monthly mean data (Fig. 3d), which emphasize
transient fluctuations with periods on the order of 60 days or longer and the
interannual variability of wintertime means. The westward E vectors in
the jet-exit regions are indicative of a barotropic energy conversion from the
time-mean flow into the low-frequency transient eddies. These features are
evident in the corresponding distributions of E Vi, shown in Fig. 4c,d,
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F1G. 3. E vectors, as defined in Eq. (3.4), superimposed on isotachs of the zonal component of the climatological mean flow based on eight winters
of NMC 300-mb data for Northern Hemisphere winter. Contour interval for zonal wind 5 m s™!; scales for E vectors given at lower left. (a) Unfiltered
data, (b) bandpass (2.5-6-day period) filtered data, (c) low-pass filtered (> 10-day period) data, and (d) monthly mean data. Scale for (b)-(d) is
one-half that of (a). Panels (a), (b), and (c) are based on data for November 15-March 14; (d) is based on data for November, December, January,
February, and March (i.e., 5-month winters, 40 months altogether).
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(d)

FIG. 4. The barotropic energy conversion from the climatological mean flow into the transient eddies, as inferred by evaluating E * V# from the
300-mb data in Fig. 3. The shaded regions denote positive conversions (i.e., conversions in the opposite sense as in the Lorenz kinetic energy cycle).

Thezero contour interval is omitted for the sake of clarity. Contour interval for (a) is4 X 10~*m?s~3and for (b)-(d)is 2 X 10~*m?s~3, (a) Unfiltered
data, (b) bandpass data, (c) low-pass data, (d) monthly means.
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and they are responsible for some of the main features in the unfiltered data
(Fig. 4a).

It is interesting to note the similarity between the distribution of E in Fig.
3d and the theoretically calculated distribution for the fastest-growing nor-
mal mode associated with barotropic instability of the climatological mean
January 300-mb flow from Simmons ef al. (1983), which is reproduced in
Fig. 5. The strong correspondence supports their contention that two-di-
mensional barotropic instability is an energy source for low-frequency tran-
sient fluctuations in Northern Hemisphere winter. As further evidence,

rreameed

7
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F16. 5. Distribution of E in the fastest-growing normal mode associated with the climatologi-
cal mean January 300-mb flow. Contours show the distribution of %. [After Simmons, Wallace,
and Branstator (1983). Reproduced with permission from Journal of the Atmospheric Sciences,
a publication of the American Meteorological Society.]
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Simmons ef al. (1983) note that

(1) the fastest-growing normal mode associated with barotropic instabi-
lity resembles two observed teleconnection patterns, as illustrated in Fig. 6;

(2) the “centers of action” in the stream function of this same fastest-
growing normal mode correspond closely to the regions of strongest low-fre-
quency variability of the geopotential height field, which lie over the north-
ern oceans [e.g., see Blackmon ef al. (1984a)];

(3) the normal modes associated with barotropic instability of the time-
mean flow are characterized by much-lower-frequency oscillatory compo-
nents than those associated with baroclinic instability; e.g., the fastest-grow-
ing normal mode has a period on the order of 50 days. This frequency
separation between the barotropic and baroclinic normal modes is consist-
ent with the distinctions between Fig. 3b and Fig. 3c,d.

Table I shows the hemispheric average (poleward of 20°N) of the conver-
sion of kinetic energy from the transient eddies into the climatological mean
flow, as defined in Eq. (3.1) and including the terms associated with the
earth’s spherical geometry, at the 300-mb level. There is a strong compensa-
tion between the high- and low-frequency fluctuations, as evidenced by the
fact that the conversions for the time-filtered eddies are about an order of

TABLE I. BAROTROPIC ENERGY CONVERSIONS AT THE
300-MB LEVEL FOR NORTHERN HEMISPHERE WINTER®

NMC Data
Bandpass Low pass
(2.5-6-day period) (> 10-day period)  Unfiltered
C 38 =37 —-0.3
Ky 16 43 108
Cx 0.5 1.4 35
Mountain GCM Experiment
C 2.2 -1.2 30
K; 13 26 49
Cx 0.6 04 1.4

4 C is as defined in Eq. (3.1) including the terms associated
with the earth’s spherical geometry, and K7 represents the kinetic
energy of the transient eddies. Cx is the conversion of kinetic
energy from the eddies into the zonally averaged flow, as defined
in the Lorenz (1955) kinetic energy cycle. Kinetic energy (per
unit mass) is given in units of square meters per square second;
conversions in units of 10~% m2™~3 (approximately equivalent to
square meters per square second per day).



8Y




94

F1G. 6. (a) and (b) Sample teleconnection patterns based on NMC monthly mean 500-mb height data for
Wallace and Gutzler (1981). Reproduced with permission from Monthly Weather Review, a publication of the American Meteorological Society.]
(c) and (d) Sample geopotential height patterns obtained by Simmons et ¢/. (1983) in numerical integrations based on the barotropic vorticity
equation, perturbed about the 300-mb January climatological mean flow. [From Simmons, Wallace, and Branstator (1983). Reproduced with
permission from Journal of the Atmospheric Sciences, a publication of the American Meteorological Society.] In both cases the flow was perturbed by
inserting a local disturbance of very small amplitude into the initial conditions; the maps shown here represent the simulated 300-mb height
perturbations 6 days later. In (c) the initial disturbance was centered on 30°N, 120°E, and in (d) it was centered on 15°N, 90°W. Patterns similar to (a)

and (b) can be obtained from day 6 of the integrations onward in experiments with the initial disturbance placed in a wide variety of different
locations.
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magnitude larger than the net rate of conversion for the transient eddies as a
whole. Comparing the top two rows of Table I, it is evident that the high-fre-
quency transients feed energy into the mean flow at the jet-stream level at a
rate sufficient to exhaust themselves on a time scale of 4 to 5 days on a
hemispheric basis. However, it should be borne in mind that the conversion
rates in Table I represent averages over regions of contrasting sign. Locally,
in the storm tracks, the barotropic decay time is on the order of 1 to 2 days,
and over the central United States the barotropic amplification time is
equally short. On a hemispheric basis, roughly half the high-frequency baro-
tropic conversion is due to the meridional term u’v’ du/dy in Eq. (3.2) and
the other half is due to the term (1’2 — v"2) du/éx.

The low-frequency transients extract energy from the mean flow at a rate
sufficient to replenish themselves on a time scale of about 2 weeks. It is
evident from Figs. 3¢ and 4c that most of this conversion takes place in the
jet-exit regions, but the poleward flanks of the jet-entrance regions over the
central United States and the Mediterranean also make significant contribu-
tions to the hemispheric average. The term (1’2 — v’?) du/dx dominates the
low-frequency barotropic conversion.

4.2. Station Data

Over data sparse regions where the NMC wind fields are influenced by the
procedures employed in interpolating irregularly spaced station data to grid-
point fields, it is reasonable to question the validity of the features in the E
and u fields described in Figs. 3 and 4. Following the approach in an investi-
gation by Lau and Oort (1981), we present in Fig. 7a distributions of E and u
based on a 10-winter (19631964 through 1972-1973) station data set
compiled by Oort (1983) at the GFDL. The variances and covariances in
Oort’s data set are based on deviations from means for individual year/
months, and therefore the contribution from the very-low-frequency varia-
bility is missing from these statistics. Nevertheless, they should be roughly
comparable to the unfiltered results in Fig. 3a. Figure 7b shows E and # fields
derived from monthly mean wind statistics for selected stations tabulated in
Monthly Climatic Data for the World (World Meteorological Organization,
1963-1973), the counterpart of Fig. 3d. To the extent that they can be
compared, Figs. 3 and 7 appear to be at least qualitatively consistent with
respect to the major features in the E field. In particular, Fig. 7 provides a
confirmation of the westward-directed E vectors associated with low-fre-
quency transient disturbances in the jet-exit regions in the oceanic sectors
and the southeastward-directed arrows on the poleward flanks of the jet-en-
trance regions over the United States and the Mediterranean region. Hence
there can be little doubt concerning the reality of these features.
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F1c. 7. E vectors and u contours based on station data; contour intervals 5 m s™!. (a) Oort’s 10-year data set (1963~ 1973) in which E vectors are

associated with fluctuations of daily values about means for individual year/months; these results should be roughly comparable to the unfiltered
results in Fig. 3a. (b) Selected station data extracted from Monthly Climatic Data for the World (World Meteorological Organization) also for the
period 1963 - 1973, comparable to the monthly mean results in Fig. 3d. The scale for the arrows in (b)is expanded by a factor of two relative to that of
Fig. 3d. The contours of & are based on Oort’s 10-winter (1963 - 1973) analysis.
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4.3. Analyses from the Global Weather Experiment

A major task carried out at the GFDL in connection with the Global
Weather Experiment was the production of the “level III-B data set” consist-
ing of analyzed fields based on the full set of satellite and ground-based
observations taken during the experiment and transmitted to the World
Data Centers, either in real time or in the months that followed the experi-
ment [see Ploshay er al. (1983) for details].

Fields of E and u derived from this data set for December-February
19781979 and June- August 1979 are shown in Figs. 8 and 9. The field for
Northern Hemisphere winter (Fig. 8a) exhibits all the major features de-
scribed in the preceding section. Hence a single year’s data should be suffi-
cient for describing the relation between E and # on a global basis. In
comparison to their wintertime counterparts, the summertime E vectors and
the gradients of u, shown in Fig. 8b, are weaker and there is less large-scale
organization in the E field. The eastward-directed arrows across northern
Furope and Asia are suggestive of a storm track. There are westward directed
arrows in the shear zones to the south of the mid-latitude jet streams.

The distributions for the Southern Hemisphere, shown in Fig. 9, both
exhibit a considerable amount of structure. Prominent features in the win-
tertime distribution (Fig. 9b) are the eastward-directed bundle of E vectors
emerging from the exit of the high-latitude jet stream over the Indian Ocean
and the equatorward vectors on the poleward flank of the jet-entrance region
over and to the west of Australia. Comparison with results of Hoskins ef al.
(1983) (their Fig. 11), based on the 1980 winter, tends to confirm the exis-
tence of these features. The former appears to be associated with the primary
storm track in the hemisphere and the latter is perhaps an analog to the
wintertime jet-entrance regions over the southern United States and North
Africa.

The summertime distribution (Fig. 9a) is dominated by a ring of east-
ward-directed E vectors that coincides with the strongest westerlies, near
50°S. At a number of different longitudes, bundles of arrows peel off from
the equatorward flank of the jet and curve northward into the subtropics.

It is interesting to note that of the four distributions shown in Figs. 8 and
9, only the Northern Hemisphere winter (Fig. 8a) shows evidence of west-
ward E vectors in the jet-exit regions. There are several examples of bun-
dles of eastward-pointing vectors that curve equatorward on the poleward
flanks of jet-entrance regions. Apparently, such regions account for most
of the observed poleward flux of westerly momentum in the 30 to 40° lat-
itude belt.



300 m? 52 TS e 300 m? 52

— ; I
SCALE SCALE

FiG. 8. As in Fig. 3a, but for the Global Weather Experiment [First GARP (Global Atmospheric Research Programme) Global Experiment
(FGGE)] Level I11-B data sct (E vectors, % contours; 300-mb unfiltered data). (a) December 1978 -February 1979, (b) June - August 1979. Shading
indicates easterlies.
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FiG. 9. Asin Fig. 8, but for the Southern Hemisphere (FGGE Level III-B data).
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5. RESULTS BASED ON GCM SIMULATIONS

In 1978 -1980 the Climate Dynamics group at the GFDL carried out a
pair of 15-year integrations with a low-resolution spectral model. [For details
of the model formulation, see Gordon and Stern (1982).] Following the
experimental strategy used by Manabe and Terpstra (1974), one of the
integrations was carried out with realistic boundary conditions at the Earth’s
surface, and the other was identical but for the fact that the orography was
removed. The two integrations are referred to asthe “mountain (M) and the
“no mountain (NM)” experiments, respectively. In this section we shall
describe results for the Northern Hemisphere during winter only. The results
described in this section are averages based on the first 10 years of 15-year
integrations.

From an inspection of the hemispherically averaged energetics statistics
shown in Table I, one might easily conclude that the M experiment did not
produce a very good simulation of the observed kinetic energy cycle. The
transient eddy kinetic energy is too small by more than a factor of two, and
the conversion between the transient eddies and the climatological mean
flow is an order of magnitude larger than the observed and in the opposite
direction. Even the term (u’2 — v2)(0u/dx) (not shown) is from the eddies
into the mean flow, whereas in the NMC data it is strong and in the reverse
sense. However, a comparison of the distributions of E and #, shown in Fig.
10,and E * Vi, shown in Fig. 1 1, with the corresponding distributions based
on NMC data shown in Figs. 3 and 4, respectively, gives rather convincing
evidence that the GCM is capable of simulating the barotropic interactions
between the mean flow and the eddies at the jet-stream level at least qualita-
tively, if not in quantitative detail. This conclusion is reinforced by a com-
parison of Figs. 12 and 1, which shows that the horizontal structures of the
transient eddies in the GCM simulation are realistic in terms of scale and
shape. The marked differences in the hemispherically averaged barotropic
energy conversions between the M experiment and the NMC datain Table I
are evidently a reflection of the differing relative strengths of the various
regional features.

The “no mountain” experiment yielded a jet-stream structure more remi-
niscent of the Southern Hemisphere. The E vectors shown in Fig. 13 are
predominantly eastward in the latitude belt of the jet stream. Equatorward of
the jet stream they peel off equatorward and weaken. Within the primary
jet-entrance region over Eurasia, the E vectors stream southeastward on the
poleward flank of the jet, where they cross the isotachs toward higher values
of u. A similar but weaker region of southeastward pointing E vectors occurs
over eastern Canada, poleward of the weak secondary jet maximum off
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FiG, 10. AsinFig. 3, but for the first 10 winters of the mountain GCM experiment. Scale for arrows is expanded by 50% relative to that of Fig. 3. (a)
Unfiltered data, (b) bandpass data, (c) low-pass data, (d) monthly means.
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Fi1G. 11. AsinFig. 4, but for the first 10 winters of the mountain GCM experiment. (a)-(d) asin Fig. 10. The contour interval is one-halfthat of Fig.
4,ie,(a)2X 107*m?s73, (b)-(d) 1 X 1074 m2s~3
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Fi1G. 12. AsinFig. 1, but for the first 10 winters of the mountain GCM experiment. (a)-(c) as
in Fig. 1.

Nova Scotia. These regions are characterized by strong poleward, down-gra-
dient fluxes of westerly momentum.

The very-low-frequency variability, as represented by monthly mean data
shown in Fig. 13b, contributes very little to the poleward flux of westerly
momentum. The main form of anisotropy at these very low frequencies is
the prevailing westward sense of the arrows, which indicates that u’2 > v’?
and that the disturbances are elongated in the east—west direction. The
strongest anisotropy is observed, not in the jet-exit regions, as in Fig. 3c.d,
butin the shear zones to the north and south of the jet throughout most of the
western half of the hemisphere. In the mountain experiment (Fig. 10c,d),
there is a tendency for the westward E vectors in the jet-exit regions to
bifurcate and flow around the jets so that the strongest anisotropy also lies in
the shear zones, to the north and to the south. This tendency is particularly
pronounced in the Atlantic sector.

The anisotropy in the shear zones is related to the distribution of telecon-
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FiG. 13. Asin Fig. 3, but for the no mountain GCM experiment. (a) Unfiltered data, (b) monthly mean data. Scale for arrows is expanded by 50%
relative to that of Fig. 3.
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nectivity* shown in Fig. 14c, which is characterized by an elongated maxi-
mum extended along the axis of the jet stream, in sharp contrast to the dipole
patterns straddling the jet-exit regions suggested by the NMC data shown in
Fig. 14a. In teleconnection patterns with centers of action centered on the
axis of the jet stream, the fluctuations in zonal wind have odd symmetry
about the axis of the jet stream; i.e., positive deviations of % to the north of the
jet axis are accompanied by negative deviations to the south of the jet axis
and vice versa. Note that the pattern of teleconnectivity in the M experiment
(Fig. 14b) also shows a tendency for maxima centered on the axis of the jet
stream, rather than along the flanks of it as in the NMC data over the Atlantic
(Fig. 14a). These differences are also reflected in the distributions of E « Vu
(compare Figs. 4d and 11d).

A third GCM experiment was conducted with the same spectral model in
which the lower boundary was prescribed to be a flat, moist land surface, and
the solar flux was prescribed to be constant and equal to its annual mean
value rather than to be seasonally varying as in the M and NM experiments.
The history tapes from a 48-month integration with this “flat land” (FL)
model integration have not yet been fully analyzed, but 1. M. Held of the
GFDL has kindly provided us with monthly mean data. The mean zonal
wind distribution, indicated by the contours in Fig. 15, is nearly zonally
symmetric. The small departures from zonal symmetry are a result of the
finite sampling interval. Because of the annual mean radiative forcing, the jet
stream is weaker and more diffuse than in the NM experiment, which was
based on wintertime forcing. Maximum wind speeds are only on the order of
25 m s~!. The distribution of E ®ased on monthly mean data, indicated by
the arrows in Fig. 15, differs from that in the NM experiment (Fig. 13b):
whereas the anisotropy vanishes in the core of the jet stream in the NM
experiment, E reaches its largest values in the jet stream in the FL experi-
ment. Throughout the hemisphere #’2 > v’2, and the low-frequency eddies
produce a weak poleward flux of westerly momentum.

In addition to the distributions of E and # displayed in Figs. 10 and 13, we
have examined distributions for the Southern Hemisphere summer from
both the M and NM experiments, which provide further examples of the
kinds of structures described in this section. Results for the M experiment
(not shown) resemble the pattern in the data from the Global Weather
Experiment (Fig. 9a).

* The teleconnectivity at a given grid point is defined as the largest negative correlation
coefficient that appears on the one-point correlation map for that grid point. It may also be
defined as the column matrix whose elements are comprised of the largest negative correlation
coefficientsin each row (or column) of the Hermitian matrix whose elements are the correlation
coefficients between the variable in question (in this case 500-mb height) at each grid point and
each other grid point. For further details and examples, see Wallace and Gutzler (1981).
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F1G. 14. The distribution of teleconnectivity of the 500-mb height field {as defined by Wal-
lace and Gutzler (1981)] for the Northern Hemisphere winter, based on monthly mean data. (a)
NMC data, (b) the mountain GCM experiment, and (c) the no mountain GCM experiment.
Contour interval 0.1. Only values greater than 0.6 are contoured. Shading indicates values
greater than 0.7.

6. NET TRANSIENT EDDY FORCING OF THE MEAN FLow

Itis of interest to determine whether the signature of any of the dynamical
processes described in the previous sections is recognizable in the net forcing
of the time-mean flow by the transient eddies. Lau and Holopainen (1984)
have shown that the quasi-geostrophic tendency equation for the time-mean
flow provides a convenient framework for inferring the net effect of the
horizontal eddy fluxes of momentum and heat, taking into account the
ageostrophic circulations that they induce. In this formulation, the conver-
gence of the eddy fluxes plays a role analogous to the advection terms in the
instantaneous tendency equation.

Figure 16, from Lau and Holopainen (1984), shows the tendencies in
300-mb geopotential height induced by the vorticity fluxes associated with
high- and low-frequency fluctuations as defined earlier. The contour interval
between solid contours is roughly equivalent to S m (of 300-mb height) per
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Fic. 15. AsinFig. 3d, but for the flat land GCM experiment. Pressure level 202 mb. Scale for
arrows is expanded by 50% relative to that of Fig. 3d.

day. Calculations are based on the NMC data set for Northern Hemisphere
winter. The vorticity fluxes by the high-frequency transients (Fig. 16a) tend
to accelerate the climatological mean jet streams along their northern flanks.
Throughout the Pacific and American sectors of the hemisphere, the eddies
produce westerly accelerations in the 40 to 50°N latitude belt. The low-fre-
quency eddies (Fig. 16b) produce stronger accelerations of the mean flow,
particularly over the eastern oceans. They tend to weaken the iongitudinal
contrasts in jet stream structure, accelerating the zonal flow where it is weak
over the eastern Pacific and Europe, decelerating the Asian jet stream south-
east of Japan, and shifting the jet streams over the western United States and
North Africa poleward, bringing them more closely into line with the other
jets. The total 300-mb height tendency induced by the transient eddies,
shown in Fig. 17, closely resembles that associated with the vorticity flux
induced by the low-frequency eddies (Fig. 16b). Hence, low-frequency baro-
tropic processes dominate the wave - mean-flow interaction at the jet stream
level.
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FiG. 16. Distributions of the 300-mb geopotential tendencies associated with transient eddy transport of vorticity, for (a) bandpass (2.5- to 6-day

period) and (b) low-pass (> 10-day period) NMC data. Interval between solid contours 5 X 104 m? s—3, Arrowheads indicate the direction of
geostrophic wind tendencies. [From Lau and Holopainen (1984). Reproduced with permission from Journal of the Atmospheric Sciences, a

publication of the American Meteorological Society.]
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FiG. 17. Distribution of the geopotential tendencies associated with the sum of eddy heatand
vorticity fluxes at 300 mb. The eddy forcings are computed by using unfiltered NMC data.
Contour interval 5 X 1074 m? s~3. Arrowheads indicate the direction of the geostrophic wind
tendencies. {From Lau and Holopainen (1984). Reproduced with permission from Journal of
the Atmospheric Sciences, a publication of the American Meteorological Society.]

Hoskins er al. (1983) have shown that to within about 10%, the barotropic
component of the eddy forcing of the mean zonal flow is given by V - E.
From a comparison of Figs. 3 and 16 it can be seen that all the features
described in the preceding paragraph correspond to well-defined regions of
divergence or convergence in the E field. Hence the patterns in the E vectors
are helpful in interpreting the net eddy forcing of the mean zonal flow at the
jet stream level.
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7. FURTHER INTERPRETATION

All the distributions that we examined showed a tendency for eastward-di-
rected E vectors at the high frequencies and westward-directed E vectors at
the low frequencies, consistent with results of Hoskins et al. (1983) and
Blackmon ez al. (1984a,b). Hence, the filtered data exhibit considerably
more anisotropy than do the unfiltered data. Much of this “polarization” of
transient eddy structure in the frequency domain is due to differential
doppler shifting associated with the time-mean flow and differential west-
ward Rossby-wave propagation associated with the £ effect.

To describe the doppler-shifting phenomenon, let us consider the hypo-
thetical situation of a horizontal wind field corresponding to homogeneous,
isotropic turbulence superimposed on a mean zonal flow that, for the sake of
argument, can be presumed to be a pure superrotation. For the present, let us
ignore the influence of the 8 effect in retarding or reversing the eastward
advection of the larger-scale eddies. In such a flow, eddies of any given
two-dimensional scale that are elongated in the east-west direction will
require a longer time to be advected past fixed reference points than do
eddies of the same scale that are elongated in the north-south direction.
Alternatively, it can be argued that spherical harmonics of any given two-di-
mensional wave number 7 that are elongated in the east-west direction will
exhibit lower frequencies at fixed reference points than those elongated in
the opposite sense, even though all the harmonics are subject to the same
eastward advective phase speed.

The argument can be extended to include the influence of the g effect as
follows. For any given superrotation, there is a corresponding eddy scale or
two-dimensional wave number » for which the westward phase propagation
induced by the feffect just balances the eastward advection by the mean flow
so that the wave is stationary relative to the ground. Surrounding this sta-
tionary wave number there exists a finite band of two-dimensional wave
numbers for which the zonal phase speeds relative to the ground are smaller
than any prescribed lower limit. It is these slow-moving waves that account
for the patterns in the low-pass filtered and monthly mean data. However, it
is not the phase speed alone that determines the ground-based frequency of
the waves: it is the product of the phase speed and the zonal wave number.
Hence, waves of a given two-dimensional wave number n that are elongated
in the zonal direction have lower ground-based frequencies than those that
are elongated in the meridional direction. It follows that low-pass filtered
data should contain a disproportionately large share of waves or eddies that
are zonally elongated, and vice versa.

Apart from the FL experiment, all the other distributions of E described in
the preceding section exhibit spatially dependent anisotropy with distinctive
horizontal structures that are evident even in the unfiltered data. These
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regional features give rise to local convergence and divergence in the E field,
which is indicative of eddy forcing of the time-mean flow. They are asso-
ciated with at least four distinct types of organization of the transient eddies:

(1) Bands of baroclinic wave activity, evident in the high-frequency
component of the transient eddies: In the Northern Hemisphere winter,
where the climatological mean jet streams have well-defined entrance and
exit regions, baroclinic activity tends to be concentrated on the poleward
flank of the jet-exit regions, where the E vectors exhibit a diffluent pattern as
they stream eastward, down the gradient of #, indicating that the eddies are
giving up their kinetic energy to the mean flow (e.g., see Fig. 3b).

(2) The signature of two-dimensional barotropic instability character-
ized by westward, up-gradient E vectors in the jet-exit regions at the low
frequencies: This phenomenon occurs regularly in the Northern Hemi-
sphere winter (Figs. 3d and 8a) and less strongly in the M experiment (Fig.
10d), but not in the Southern Hemisphere nor in the Northern Hemisphere
summer nor in the NM or FL experiments; apparently itisimportant only in
the presence of rather strong zonal gradients of the time-mean flow. When it
occurs, it is capable of producing barotropic energy conversions comparable
to (1), but in the reverse sense.

(3) Locally strong equatorward Rossby-wave dispersion on the poleward
flanks of the jet-entrance regions as evidenced by the curving of the E vectors
and the orientations of the wave trains for the high- and intermediate-fre-
quency transient eddies: The equatorward dispersion is indicative of a lo-
cally strong poleward momentum flux. Lau et al. (1978) found local maxima
in the distribution of #’v’ in the same regions. These fluxes are down the
gradient of westerly momentum, and thus they are indicative of a conversion
of kinetic energy from the climatological mean flow into the transient eddies.
The magnitude of the conversion appears to be comparable to that asso-
ciated with (2), and this phenomenon appears to be more widespread than
(2) (e.g., see Figs. 3a, 9a, 10a, and 13a). The only example of a jet-entrance
region where there is not a strong conversion in this sense is over China and
Mongolia during wintertime, and that is at least partially due to the low eddy
kinetic energy levels in that region. Comparison of panels (b) and (¢) in Figs.
1, 3, and 10 suggests that the equatorward refraction of the Rossby-wave
trains is more pronounced for the low-frequency than for the high-frequency
eddies, but it is evident from Figs. 4 and 11 that eddies with a broad range of
frequencies contribute to the barotropic energy conversion in these regions;
hence, the signature of this process is clearly evident in the unfiltered data.
Poleward of 30° latitude, most of the poleward flux of zonal momentum
appears to be associated with these longitudinally dependent signatures. In
contrast, there appears to be more widespread equatorward Rossby-wave
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dispersion equatorward of 30°N on the anticyclonic side of the major jet
streams.

(4) Bands oflow-frequency zonal wind fluctuations centered in the shear
zones to the north and south of elongated jet streams: This form of organiza-
tion, in and of itself, produces little barotropic energy conversion, since the E
vectors tend to be parallel to the % contours. It is most evident in the NM
experiment, but there are hints of it in some of the other distributions, e.g., in
the M experiment (Fig. 10), in the fastest-growing mode of barotropic insta-
bility (Fig. 5), and in the data from the Global Weather Experiment for the
Northern Hemisphere summer (Fig. 8b). Teleconnection patterns in the
geopotential height field associated with (2) are characterized by dipole
structures straddling the jet-exit regions, whereas those associated with (4)
are centered on the jet stream, with %’ showing a negative correlation be-
tween the poleward and equatorward flanks of the jet stream. From a synop-
tic point of view, (2) can be interpreted as an alternating lengthening and
retraction of the jet streams in the downwind direction, whereas (4) can be
interpreted as a north -south translation of the jets.

The preceding results in no way negate the importance of the conversion
of kinetic energy from baroclinic waves into the climatological mean flow.
The predominance of the pattern (1) in the high-frequency transient eddies is
evidence that this process plays an important role in the general circulation.
However, it is clear that the barotropic energy conversion involves more
than a single dynamical process. The patterns (2) and (3) represent other
kinds of interactions between the eddies and longitudinally dependent mean
flows that involve energy conversions from the mean flow into the transient
eddies; two-dimensional barotropic instability (2) involves the very low fre-
quencies and equatorward wave dispersion (3) involves a wide range of
frequencies.

It is evident that the process (1) contributes to the maintenance of the
climatological mean jet streams and to the general poleward flux of zonal
momentum from the subtropics into the middle latitudes. However, it
should be emphasized that these contributions are small. In contrast, the net
effect of the processes (2) and (3), which dominate the eddy forcing of the
mean flow at the jet-stream level, is to reduce the longitudinal contrasts in
the time-mean flow pattern: (2) by reducing the zonal gradients in zonal
wind speed across the jet-exit regions and (3) by extracting westerly momen-
tum from the jet-entrance regions, near 30°N, and depositing it farther
poleward in regions of relatively weak zonal winds. Hence, in accord with the
results presented in Fig. 17, the eddies are tending to create a more zonally
symmetric flow pattern with a westerly jet stream poleward of its observed
position.
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The demonstrated importance of these low-frequency processes in the
interactions between the transient eddies and the time mean flow supports
the case for broadening our conceptual understanding of the general circula-
tion to encompass not only the time-mean flow and baroclinic waves, but
also a third entity or group of entities, labeled “low-frequency fluctuations,”
that might well exist even in the absence of baroclinic instability. In contrast
to baroclinic waves, which give up much of their kinetic energy to the
barotropic component of the time-mean flow, these low-frequency fluctua-
tions apparently feed on the time-mean flow and thereby serve to damp the
longitudinally dependent, climatological-mean features at the jet-stream
level.
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1. INTRODUCTION

As in many fields of science today, the trend in climate research is toward a
holistic approach of the problems encountered. Climatic problems are
usually complex since several subsystems of the total climatic system —the
atmosphere, oceans, cryosphere, biosphere, and solid earth—tend to be
involved, as shown schematically in Fig. 1. The strong interactions and
feedbacks between processes (including those due to man’s activities) in the
different subsystems and within each subsystem itself make it necessary to
look at the picture as a whole and not only atits parts. There is a definite need
for a unified approach to almost any climate problem using both observa-
tional analyses and model calculations. However, in this essay, only the
diagnostic or observational approach will be discussed while the relevant
interactions among the climatic subsystems are taken into account.

The diagnostic approach to climate problems may be said to have started
in the late 1940s when Victor P. Starr and his co-workers at the Massachu-
setts Institute of Technology (MIT) and Jacob Bjerknes and Yale Mintz at
the University of California at Los Angeles (UCLA), among others, started to
look at upper-air observations to test the validity of the then prevailing
theories of the general circulation. Through painstaking research over sev-
eral decades largely on the basis of data from the years 1950 and 1957 -1958
(the International Geophysical Year), a radically new picture of the atmo-
spheric circulation emerged. In the new scheme, mid-latitude atmospheric
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Fic. 1. Schematic diagram of the climatic system consisting of the atmosphere, oceans,
cryosphere, lithosphere, and biosphere.

disturbances with time scales between 2 and 10 days were found to play a
central role in transporting angular momentum, water vapor, and energy
poleward, thereby fulfilling the global balance requirements (Starr and
White, 1954). Another important new discovery was what Starr (1953, 1968)
coined ‘“‘negative viscosity” phenomena or a transfer of energy from smaller
tolarger scales. This phenomenon was found to occur in many different fluid
systems, such as the atmospheric and oceanic jet streams, the equatorial jets
in the atmospheres of the sun and Jupiter, and various laboratory experi-
ments. The counterintuitive fact of eddies supplying energy to the mean flow
seems to be a fundamental property of certain rotating fluid systems.

2. HisTORY OF OBSERVATIONAL STUDIES AT THE GEOPHYSICAL FLUID
DyNaAMiIcS LABORATORY

We will now try to sketch how, during the past two decades, the research by
members of the Observational Studies Group at the GFDL has contributed
to the general trend of climate research and what issues occupy our thoughts
at the present time.

2.1. History of GFDL Studies Diagnosing the Atmosphere

Although numerical modeling always has been, and still is, the backbone
and main thrust of research at the GFDL [see, e.g., Smagorinsky (1972,
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1974 and Peix6to and Oort (1984)], the importance of simultaneously pur-
suing purely theoretical and observational studies was recognized early in the
GFDL'’s history. In fact, following a joint meeting in November 1963 be-
tween representatives of GFDL/ESSA (Environmental Science Services Ad-
ministration) [including Robert M. White, the administrator of the ESSA,
Joseph Smagorinsky, and Syukuro Manabe], members of the Planetary
Circulations Project at MIT (including Victor P. Starr, the director of the
project, and Abraham H. Oort), and representatives of the data-processing
group at Travelers Research Center (TRC) (including Barry Saltzman, G. S.
Rao, and Howard Frazier), Joseph Smagorinsky, as director of the GFDL,
offered the MIT group substantial amounts of time on the Stretch computer
to reduce and analyze the available rawinsonde data for a 5-year period. The
switch from operations that were basically hand operations to the use of a
computer was essential because the planned project represented a task prac-
tically impossible to perform by hand — namely, to collect, check, reduce,
and analyze a huge amount of raw observations, on the order of 100 million
pieces of information.

The group of researchers at the GFDL working on diagnosing the atmo-
sphere during the 1960s included Ernest C. Kung (now at the University of
Missouri) and Eugene M., Rasmusson [now at the Climate Analysis Center of
the National Meteorological Center (NMC)]. Their work was at first limited
to interpreting portions of the 5-year statistics generated by the MIT group,
mainly in terms of the balances of water and kinetic energy over the North
American continent [e.g., Kung (1967) and Rasmusson (1968)]. However,
in the late 1960s Gene Rasmusson and Abraham H. Oort began to take a
more active part in the whole data-processing project. Not unexpectedly, the
transition to the new “objective” data reduction and analysis schemes was
difficult and required a long period of experimentation. Thus, the final
statistics for the 5-year period, May 1958 through April 1963, only became
available about 8 years after the MIT ~GFDL-TRC project had started
[e.g., Oort and Rasmusson (1971)], although some results were reported
earlier [e.g., Starr (1968) and Starr et al. (1970)]. During the 1970s the 5-year
data set was further extended at the GFDL to a 15-year record covering the
period, May 1958 through April 1973, and enlarged from a hemisphericto a
global data set. The outcome of this 15-year analysis endeavor has only
recently been reported by Oort (1983). Besides a detailed description of
month-to-month and regional variability during a typical year, many mea-
sures of interannual variability were analyzed and presented, adding a new
dimension to the description of the climate in the atmosphere. Among other
results, an overall similarity between the processes in the Northern and
Southern Hemispheres was found to exist (Oort and Peix6to, 1983a,b).
Significant differences, such as the greater intensity of the zonal circulation
and the weaker stationary eddies in the Southern Hemisphere, relate to
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interhemispheric differences in the physiography of the Earth’s surface (for
the Northern Hemisphere predominently land in the mid-latitudes and
ocean in the polar latitudes, whereas for the Southern Hemisphere the situa-
tion is reversed).

Until the time that the computer was introduced in data reduction and
analysis, the normal procedure had been to compute station statistics by
using a simple desk calculator, to plot the computed station values on hemi-
spheric maps, to analyze these maps by hand, and finally to read off values at
aregular latitude - longitude grid for further calculations of variances, trans-
ports, etc. This procedure had the advantage that, along the way, easy checks
could be made by the researchers for reasonableness of the results. However,
the process was time-consuming and therefore permitted only the reduction
of a limited number of variables for a small number of levels.

Some of the error detection was more difficult in the new system than
before, but, overall, the new procedures provided more flexibility and con-
sistency in the analysis. It then became possible to analyze almost any pa-
rameter of interest on a monthly basis and to do this for many levels in the
vertical and many time periods so that one could obtain a much more
detailed picture of the climatic processes occurring in the atmosphere. In our
studies at the GFDL we used an objective analysis scheme that fitted a
relatively simple two-dimensional surface to the data at each horizontal level
in order to interpolate from station data to a regular grid. Our goal was to
obtain final fields that would fairly closely approximate the fields analyzed
by hand by an experienced meteorologist. The particular interpolation
scheme used was introduced by Harris ef al. (1966) and is further described
by Rosen et al. (1979) and Oort (1983). The field at grid points with no
nearby station data was obtained by solving Poisson’s equation at the un-
known grid points while keeping the station grid-point values as fixed inter-
nal boundary values. The forcing term in the Poisson equation was the
Laplacian of a first guess field that was initially set to the zonal average of the
station data. After smoothing of the analyzed field, the departures at the data
points were calculated, and the analysis cycle was repeated for the depar-
tures. Addition of the departure field to the initial analysis field then pro-
vided a new analysis. It should be added that such an interpolation procedure
is only feasible for station statistics that are averaged over a month or,
preferably, over a longer period. The reason is that temporal averaging
removes the smaller, synoptic-scale variability and leads to larger-scale pat-
terns on the mean maps, which can be defined fairly well by the rawinsonde
network, at least over the continents. On the other hand, on daily weather
maps the same procedure cannot be used because of the prevalence of
small-scale features that get lost over the data-gap regions.

In the case of daily analyses, one probably has to use a mathematical -
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physical model of the atmosphere that, in a meteorologically reasonable
way, extrapolates by propagating the disturbances through data-gap regions.
In those data-gap regions, the 6- or 12-hour forecast values are accepted as
being correct, whereas in the data-rich regions, the forecast values are re-
placed by real observed values. This is an attractive approach because basic,
physical relationships, rather than just mathematical fitting, are being used
to interpolate or extrapolate. However, a drawback is that there are deficien-
cies in the forecast models that tend to bias the statistics in a certain direction
away from the real world. Since the numerical models and mathematical
fitting each have a different bias, both approaches should probably be pur-
sued at the present time [see, €.g., Lauand Oort (1981, 1982) and Rosen et al.
(1985)].

2.2. History of GFDL Studies Diagnosing the Oceans and the Solid Earth

The fundamental role of the oceans in the Earth’s climate was recognized
early by Joseph Smagorinsky when he asked Kirk Bryan in 1961 to join the
GFDL and to construct one of the first general circulation models of the
world ocean. However, besides Sol Hellerman’s (1967) widely used wind
stress maps based on real wind data over the entire globe, little diagnostic
work was done at the GFDL on the oceans until the early 1970s. At that time,
Syd Levitus began his systematic analysis of the world ocean. In a joint study
with Tom Vonder Haar from Colorado State University (CSU), we used the
CSU satellite-radiation data and our observed atmospheric storage and en-
ergy flux data to show by indirect means that the oceans transport more heat
poleward in low latitudes than was previously believed (Vonder Haar and
Oort, 1973). Later, in part on the basis of Levitus’s analyses of the ocean
temperature structure (Levitus, 1982), we were able to establish the over-
whelming importance of the oceans also in the seasonal storage and the
seasonal variation of the transport of heat (Oort and Vonder Haar, 1976;
Ellis et al., 1978; Carissimo et al., 1985). Although the precise values are still
in doubt [see, e.g., Hall and Bryden (1981) and Hastenrath (1982, 1984)], it
has become obvious that one cannot discuss the climate in the atmosphere
without considering what happens in the oceans. The interconnectedness of
the atmosphere and oceans is, we may say, now an observed fact.

The interactions between the atmosphere and the solid earth are perhaps
more subtle than those between the atmosphere and the oceans. For exam-
ple, there is, on a year-to-year and even on a seasonal basis, very little storage
of energy and water in the continents. On the other hand, there is no doubt
that the solid earth does play a fundamental role in the overall angular
momentum balance. Already in the 1950s, seasonal changes in the angular
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momentum of the Earth (determined from astronomical observations of the
length of day) were found to correlate well with changes in the angular
momentum of the global atmosphere [Mintz and Munk (1951); for more
recent results, see Rosen and Salstein (1983) and Rosen ef al. (1984)]. Sucha
(negative) correlation would be expected in view of the conservation of total
angular momentum in the Earth -atmosphere - ocean system when the ac-
tion of external torques as well as the storage of the angular momentum in
the oceans can be neglected, which seems to be the case at the period of
seasons (Lambeck, 1980).

However, it would be premature to conclude that the oceans are not
important in the overall cycle of angular momentum or in the exchange
between the atmosphere and the solid earth since, first of all, the oceans cover
most of the globe and, furthermore, the strongest surface winds tend to occur
over the oceans. In fact, we shall argue in the following section that the
oceans play a central role in handing over angular momentum from the
atmosphere to the land masses.

3. GLOBAL BALANCE REQUIREMENTS FOR ANGULAR MOMENTUM,
WATER, AND ENERGY

A useful way of diagnosing the climatic system is through the analysis of
the cycles of angular momentum, water substance, and energy. Through the
analysis of the pathways of these three central and very distinct physical
quantities, the interrelationships among the various climatic subsystems will
become clearer. Without going into the details of the various processes, we
shall sketch both the prevailing, well-accepted views and some of our new,
more “‘revolutionary” ideas on how angular momentum, water substance,
and energy are cycled through the climatic system.

3.1. Angular Momentum Cycle

As usual, the absolute angular momentum per unit mass about the Earth’s
axis may be defined by

M=Qa%cos’p+uacosg (3.1

where Q is the angular velocity of the Earth, 2 mean radius of the Earth, ¢
latitude, and u the zonal (west-to-east) component of the wind. The first term
is often called Q-angular momentum and the second one relative angular
momentum.

Angular momentum balance in the atmosphere per unit volume can be
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expressed by the equation
p(dM/dt) = —(9p/dA) + F, a cos ¢ 3.2)

where p is density, ¢ time, p pressure, 4 longitude, and F; the zonal (eastward)
component of the frictional force. Equation (3.2) shows that the rate of
change of absolute angular momentum moving with the unit volume is
balanced by the sum of the pressure and friction torques acting on the
volume. The friction force can be written as the divergence of a stress tensor,
in which the vertical component near the Earth’s surface is of greatest im-
portance.

When integrated vertically in the atmosphere throughout a unit area col-
umn, the pressure and friction terms on the right-hand side of (3.2) reduce to
the mountain and friction torques, respectively, which together link the
atmosphere with the underlying surface [e.g., Oort and Peix6to (1983a)}. If
in addition to the vertical integration we integrate in the zonal direction over
a latitudinal belt between y; and y,, Eq. (3.2) becomes

[[o2av=o+s o
belt

where the mountain torque reduces (after carrying out the integration over 1)
to

© 5
9’=] f > (pt—piy) acos ¢ dy dz (3.4a)
0 »n i
the friction torque to
TJ= ﬂ 7o a cos ¢ dx dy (3.4b)
surface
earth

DL — piy is the pressure difference between the east and west sides of the ith
mountain range and 7, the surface friction stress in the belt [for a slightly
different formulation, see Wahr and Oort (1984)].

After expansion of the total derivative the final balance equation can be
written in the form

%ﬂ[pMdv= ﬂ pPMv dx dz

belt wall at y;
in atmosphere

- ﬂ pModx dz+ P+ T (3.5)

wall at 3,
in atmosphere
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where the first two terms on the right-hand side of (3.5) indicate the inflow
and outflow of angular momentum through the latitudinal walls, and thelast
two terms indicate the surface sources and sinks through the mountain and
friction torques, respectively. Usually the time rate of change on the left-
hand side of (3.5) can be neglected. We may mention that since the net mass
flow across latitude circles is negligible, the main contribution to the inflow
and outflow of angular momentum has to be in the form of relative angular
momentum, i.e., through a correlation between the » (northward) and u
(eastward) components of the wind.

The observed cycle of relative angular momentum computed from direct
wind observations in the atmosphere (i.e., from p{vu]a cos ¢) is shown in
Fig. 2 for annual-mean conditions. Westerly angular momentum is ex-
tracted from the Earth’s surface (mainly from the oceans) in the tropics,
transported upward in the tropical Hadley cells, then transported poleward
in the upper troposphere, and finally returned down to the Earth’s surface in
the middie latitudes. In the Northern Hemisphere mid-latitudes, large-scale
eddies accomplish the northward transport by a predominant SW - NE tilt of
the wave systems, and in the Southern Hemisphere they are responsible for
the southward transport through a predominant SE-NW tilt. This scheme,
shown in Fig. 3, was presented first by Starr (1948). It leads to the following
relations between the u and v components of the wind: [v*u*] > 0 in the
Northern and [v*u*] < 0 in the Southern Hemisphere, where the brackets
indicate a zonal average and the asterisks departures from the zonal average.
These conditions are required for the eddies to transfer angular momentum
meridionally from the equator to the poles. We may conclude that the
atmospheric branch of the cycle of angular momentum as depicted in Fig,. 2
is by now reasonably well described and understood. However, almost noth-
ing is known about the terrestrial branch of the cycle. Some speculations will
be given in the remainder of this section.

We shall start with the general statement that, for global balance, there has
to be an equatorward return flow of angular momentum (see Fig. 4) within
either the oceans or the solid earth, or both, from the middie to low latitudes,
equal but with opposite sign to the transport in the atmosphere. The first
problem is now to determine what the relative roles of the oceans and the
solid earth are in this process. To answer this question we will make a rough
comparison between the maximum meridional transports to be expected in
the oceans and those measured in the atmosphere at middle latitudes. Typi-
cal wind velocities in the atmosphere are on the order of 10 m s™! and the
directly observed (and therefore reliable) vertical and zonal mean values of
the northward flux of momentum in the atmosphere [v#] in the middle
latitudes are about 10 m? s=2. On the other hand, in the oceans, typical
current velocities are much weaker than in the atmosphere, i.e., on the order
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FiG. 2. Zonal-mean cross section of the flow of relative angular momentum in the atmo-

sphere. The streamlines depict, for annual-mean conditions, the atmospheric branch of the

cycle with source regions in the tropics between 30°S and 30°N and sink regions in the middle

and high latitudes. The units are 10! kg m? s=2, [After Oort and Peixdto (1983a).]
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FiG. 3. Schematic diagram of the dominant mechanism of poleward transport of westerly
angular momentum by (quasi-horizontal) eddies in the mid-latitudes. Note the preferred SW -
NE tilt of the streamlines in the Northern Hemisphere and the SE-NW tilt in the Southern
Hemisphere leading to a poleward transport in both hemispheres through the correlation
between the v and # components of the wind.
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F1G. 4. The annual-mean northward flux of angular momentum in the oceans and/or land
(the “terrestrial” branch of the cycle) in units of 10'® kg m? s~2 required to close the angular
momentum cycle.

0f 0.01 to 0.1 m s™!. Therefore we may expect oceanic [vu] values of about
0.001 m?2 s~ 2 or, in other words, values a factor of 10,000 smaller than in the
atmosphere. Taking into account the greater mass of the oceans, i.€., about
1000 m of water in the oceans versus 10 m of equivalent water mass in the
atmosphere, we find that the oceanic transports are too weak by about a
factor of 100. Thus a different mechanism for the equatorward transport of
angular momentum must be found.

What happens, we think, is that the oceans transport the angular momen-
tum only laterally within each latitude belt, and not across the latitude
circles. In fact, the oceans must transfer the angular momentum to the
continents in the same belt, thereby acting as intermediary or hand-over
agents between the atmosphere and the continents. This, we speculate, takes
place through “continental torques’’ exerted by the oceans through raised or
lowered sea levels along the continental margins in a fashion comparable to
the pressure torques across the mountains in the atmosphere. This idea is

sketched in Fig. 5a,b. In mathematical terms, the continental torque is given
by

n Y2 . .
€= f f > (pE—pW)acosd dydz (3.6)
-D n [

which represents an integral over the entire ocean bottom in the latitude belt
between y, and y,. In expression (3.6), pL — piv, the difference in bottom
pressure between the east and west sides of the ith continent or ith submarine
mountain ridge, is a function of z. The integration is carried out with respect
to z along the boundaries of all continents and marine ridges in the latitu-
dinal belt between D, the maximum depth of the ocean in the latitude belt,
and 7, the maximum height of sea level above the geoid. The main contribu-
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F1G. 5. (a) Schematic diagram of the observed east—west sloping of sea level along the 25°N
latitude circle. The resulting pressure differences across the low-latitude continents together
with similar differences (but of opposite sign) across the mid-latitude continents are suggested to
lead to continental torques needed to satisfy global angular momentum constraints. (b) Sche-
matic diagram of the cycle of angular momentum in the atmosphere-ocean -solid earth sys-
tem. In the atmosphere, there is a continuous poleward flow of westerly angular momentum
with sources in low latitudes through the mountain and friction torques over land ? and 7
and through the friction torque over the oceans 7. The corresponding sinks of westerly angular
momentum are found in the middle and high latitudes. When we consider the atmosphere plus
the oceans as the total fluid envelope of the Earth, the low-latitude sources and mid-latitude
sinks are given by the three terms #| , 7 , and the continental torque €. Thereturn equatorward
flow of angular momentum must occur entirely in the solid earth (land).
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tion to this pressure torque is probably due to the difference in sea level
across each continent.

Because the actual height of sea level is not known globally, we have to
make some simplifying assumptions. First of all, we only include torque
contributions from levels above 1000 m depth. This is equivalent with as-
suming that p& = pi, below 1000 m depth. We then assume that the value of
sea level (or dynamic height) n computed at the point at which the 1000-m
depth level intersects the continent represents the height of sea level for all
points between the intersection point and the nearest coast (taken along the
same latitude circle). This is a drastic assumption, but it enables us to com-
pute everywhere the actual bottom pressure p,, from the hydrostatic equa-
tion
0

pu=pogn+fupogdz

using the observed density of sea water p,, which may vary with depth and
geographical location.

A cursory look at a map of mean sea level as estimated from dynamic
height calculations by Levitus and Oort (1977) and reproduced here as Fig. 6
seems to support our ideas. Differences in sea level on the order of 50 cm are
found between the west and east coasts of the major continents. Thus the
trade winds tend to pile up the water on their east coasts, leading to a
westward torque on the low-latitude continents. Similarly an eastward
torque would be exerted in the middle latitudes where westerly winds domi-
nate.

For a quantitative estimate of the continental torques we have used more
recent but very similar data of dynamic topography published by Levitus
(1982). The computed meridional profile of the continental torque € is
presented by the dashed curve in Fig. 7.

The total required surface torque ?; + I, + 7, as derived with the aid of
Eq. (3.5) using atmospheric data only (see Fig. 4) is also presented in Fig. 7 as
a solid curve. The agreement between the two curves is remarkable because
of (1) the drastic simplifications made in computing the oceanic curve and
(2) the neglect of ?; and 7; in the comparison. Nevertheless, it gives support
to the hypothesis of a dominant lateral exchange of angular momentum
between the oceans and the continents as advanced earlier or, in other words,
To=C.

Summarizing the previous discussions, we have shown that the oceanic
stresses I, are almost completely applied on the continents at the same
latitudes through the € term and that, therefore, the total torques on the
continents consist of the usual mountain and friction torques at the
atmosphere—land interface combined with the newly discovered continen-
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F1G. 6. The relative height of sea level (in centimeters) for annual mean conditions as computed from global density data (derived from the basic
temperature and salinity observations) in the oceans, assuming a level of no motion at 1000 m depth. [From Levitus and Oort (1977). Reproduced
with permission from Bulletin of the American Meteorological Society, a publication of the American Meteorological Society.]
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Fi16. 7. Meridional profiles of the surface torque exerted by the atmosphere on the oceans and
land (solid line), #; + F| + T, based on the data in Fig. 2, and the torque exerted by the oceans
(due to sloping sea level) on the continents (dashed line) €, based on the oceanographic data in
Fig. 6 with some further assumptions (see text). If there were no net surface torques over land
(P + I, =0), and if we disregard observational inaccuracies, the two curves should almost

overlap (€ = J; see text). The values represent integrals over 5° latitude belts in units of
10" kg m?s™2,

tal pressure torque at the ocean—-land interface. However, we have still left
unanswered the question of how the required equatorward transports of
angular momentum actually take place.

One fact is clear by now, namely, that the required return flow of angular
momentum from middle to low latitudes has to occur almost completely
within the solid earth. A possible mechanism that suggests itself is by a
preferred tilting of the motions along faults in the continents, i.e., through
relative SE - NW-oriented displacements in the crust in the Northern Hemi-
sphere mid-latitudes and through preferred SW-NE displacements along
faults in the Southern Hemisphere mid-latitudes. For example, the observed
SE to NW tiltin the displacements along the San Andreas fault and the SW to
NE tilt in the New Zealand fault system (see Fig. 8) are in the right sense and
would lead to a correlation comparable to that in the atmospheric waves
shown earlier in Fig. 3. Of course, the processes in the Earth’s crust would be
much more localized, extremely slow, and probably of an intermittent na-
ture.

If in the future our speculations are found to be correct, the implications
could be important not only in a practical, but also in a philosophical sense.
The continental torques would link, in a clear manner, the motions in the
atmosphere and oceans with some of the motions in the solid earth’s crust.
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F1G. 8. Two examples of typical fault systems in the continental land masses that could lead
to SE-NW mass shifts in the Northern Hemisphere and SW-NE shifts in the Southern
Hemisphere required to (occasionally) relieve the angular momentum (atmosphere -ocean)
torques imposed on the continents.

Their future study might lead to a better understanding, and perhaps also
prediction, of how certain stress patterns may build up in the Earth’s crust
and how these stresses may eventually be released, perhaps leading to the
intermittent occurrence of earthquakes along the fault zones. However, we
cannot extend our discussion to very long time scales, because the stresses
induced by atmospheric and oceanic torques are many orders of magnitude
smaller than those thought to be responsible for most geological phenomena
(e.g., those related to continental drift).

3.2. Water Cycle

The climatic element of greatest importance to man is undoubtedly water
in its three phases— vapor, liquid, and solid. As before in the case of angular
momentum, we can show, on the basis of rawinsonde data of p[vg], howina
zonal-mean cross section water is transported meridionally and vertically in
the atmosphere. The quantity g indicates here the specific humidity of the
air. The so-called atmospheric branch of the hydrological cycle is presented
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FiG. 9. Zonal-mean cross section of the flow of water substance in the atmosphere. The
streamlines depict, for annual-mean conditions, the atmospheric branch of the hydrological
cycle with source regions in the subtropics and sink regions in equatorial {intertropical conver-
gence zone {ITCZ)] and middle latitudes. Units are 108 kg s~*. [From Peixé6to and Oort (1983).]

in Fig. 9. It shows the well-known sources of water in the subtropical oceans
of both hemispheres and the sinks in the intertropical and mid-latitude
convergence zones. In contrast with angular momentum, we notice that
practically all the water vapor is transported in the lower half of the tropo-
sphere.

Similarly, as was done before in case of the angular momentum balance in
(3.5), the balance of water substance for a latitudinal belt extending through-
out the depth of the atmosphere can be written in the form

a%ﬂqudV—-— ﬂ pqu dx dz — ﬂ pqu dx dz

beit wall at y; wall at y;
in atmosphere in atmosphere
+ H(E — P)dxdy (3.7)
sfc

where E is the rate of evaporation from the Earth’s surface and P the rate of
precipitation at the surface. Equation (3.7) shows that the time rate of change
of water vapor in the belt is balanced by the inflow or outflow of water vapor
at the northern and southern boundaries and the evaporation minus precipi-
tation at the surface boundary. Some smaller terms, such as the time rate of
change of water in both liquid and solid forms and their horizontal trans-
ports, are neglected in (3.7). Usually, the time rate of change of water vapor
can also be neglected compared with the three terms on the right-hand side of
(3.7).

For an overall balance there should be compensating return flows in the
terrestrial branch of the hydrological cycle, where the flows have to be from
the equator and mid-latitudes into the subtropics of both hemispheres. The
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conservation of liquid water for the terrestrial part of the latitudinal belt
(neglecting its rate of storage) can be written as

H(E—P)dxdy= ﬂ pob dx dz — H po dx dz

surface wall at y, wall at y,
earth in ocean in ocean
+ river and
subterranean
flow into belt (3.8

where p, indicates the density of ocean water. Having computed the evapora-
tion-minus-precipitation term on the left-hand side of (3.8) from the atmo-
spheric flux data using (3.7), we can calculate the required meridional flow of
liquid water from (3.8), starting with zero flux at one of the poles. Figure 10
shows the resulting flows that may occur through river and subterranean
flows of water in and on the continents and through net north - south trans-
ports of water in the oceans. The salinity distribution at the ocean surface
results, to a large extent, from the local evaporation - precipitation process
and, therefore, reflects largely the distribution of the source and sink regions
for atmospheric water vapor. Of course, the actual salinity values are also
affected by the oceanic convergence of relatively fresh or saline water and the
inflow of fresh river water.

One of the questions we are faced with presently concerns the contribution
of the ocean and land areas to the global balance. The problem is illustrated
in Fig. 11, taken from Bryan and Oort (1984). Shown are the observed
profiles of evaporation minus precipitation (F — P) computed from the total
water vapor divergence field integrated separately over ocean (Fig. 11a) and
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Fic. 10. The annual-mean northward flow of fresh water in the oceans and on land (the
terrestrial branch of the hydrological cycle) in units of 108 kg s~! required to close the cycle.
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Fi1G. 11. Menidional profiles of the annual-mean evaporation minus precipitation integrated
over (a) the oceanic portions and (b) the land portions for 5° latitude belts in units of 10° m3s~!,
Shown are our results (solid curves) derived from the atmospheric flux data in Fig. 9 and the
results of Baumgartner and Reichel (1975) (dashed curves) based on surface observations of
precipitation and (tentative) evaporation rates calculated by using a bulk aerodynamic method.
{Afier Bryan and Oort (1984). Reproduced with permission from JGR, Journal of Geophysical
Research 89 11,717~ 11,730, copyright by the American Geophysical Union.]

land areas (Fig. 11b) in each latitude belt. The sum of the two contributions
should be equal to the derivative of the required transport curve shown
before in Fig. 10. A strange result is the systematic divergence of water vapor
from the subtropical land masses between about 10 and 40° latitude in each
hemisphere. Since the meridional flow of water in rivers seems negligible [see
Hellerman (1974)], our results would suggest some sort of subterranean
inflow of water into the subtropics. Conceivably such a transport could take
place from the equatorial zone, from mid-latitudes, or through a lateral
seepage of ocean water into the continents.

Starr and Peix6to (1958) were the first to point out this issue in their paper
on the hydrology of deserts. Even though 25 years have passed since their
paper was published, this is still a controversial issue. Estimates of £ — P
based on conventional surface observations and on certain assumed rela-
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tionships by Baumgartner and Reichel (1975) are also shown in Fig, 11.
These authors do not find a subtropical divergence over the continents.
However, the surface balance method they used is unreliable over the conti-
nents because, first of all, £ could not {and still cannot) be measured directly
and also because various adjustments were made to £ and Pin order to make
the results look “reasonable.” Of course, our method also has its drawbacks,
namely, that the data network is sparse spatially and may be biased by the
only once or twice a day sampling. We intend to further investigate these
questions in a later study using the improved data sets for 1979, the year of
the First GARP (Global Atmosphere Research Programme) Global Experi-
ment (FGGE).

If in future studies the present results were substantiated, the implied
strong subsurface transports of water in the continents would be an impor-
tant new element in the field of hydrology. Therefore this issue warrants
further investigation.

3.3. Energy Cycle

The flow of energy in the atmosphere is shown in a zonal-mean cross
sectionin Fig. 12 based on rawinsonde date of [v(pe + p)], where eis the total
energy (potential + internal + kinetic + latent) and p the atmospheric pres-
sure. The distribution of net incoming or outgoing radiation as measured by
satellite from Campbell and Vonder Haar (1980) was specified at the top of
the diagram. This radiation forms the ultimate driving force for almost all
circulations in the climatic system. The tilting of the streamlines away from
the vertical in Fig. 12 is due to the horizontal transports of energy as mea-
sured by the rawinsonde network. It is, by now, well established that mean
meridional circulations are responsible for the transports at low latitudes and
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F1G. 12. Zonal-mean cross section of the flow of energy in the atmosphere. The streamlines
depict, for annual-mean conditions, the atmospheric branch of the energy cycle in units of
10'5 W. [After Oort and Peixdto (1983a).]
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the large-scale, quasi-horizontal eddies for the transports at high latitudes.
To ensure overall balance the energy that reaches the surface in the tropics
has to be transported poleward in the oceans, mainly in the form of sensible
heat.

The energy balance in the atmospheric branch of a latitudinal belt extend-
ing throughout the depth of the atmosphere can be expressed as

g_t ﬂ] pedv=ﬂFTAdxdy+ J] (pe + p)v dxdz

belt top wall at ;
atmosphere in atmosphere
- ﬂ (pe+ pdxdz; + ﬂ Fu.dxdy (3.9)
wall at ), sfc
in atmosphere

where F;, is the net downward flux of radiation at the top of the atmosphere
and F;, the net upward flux of energy at the bottom of the atmosphere.
Equation (3.9) shows that the rate of change of energy in a belt is balanced by
the inflow and outflow of energy through the top boundary, the vertical
walls, and the bottom boundary, as well as by pressure work at the bounda-
ries. For annual mean conditions, the term on the left-hand side of (3.9) can
be neglected, but usually not for shorter periods.

The energy balance in the terrestrial branch of a latitudinal belt extending
throughout the depth of the oceans can be written in the form

%fffpoedV=—ﬂFBAﬁdy+ ﬂ PoCoTv dx dz

belt sfc wall at
- ﬂ poCoTv dx dz (3. 10)
v.vall at y;

where ¢, is the specific heat of ocean water. In Eq. (3.10) the rate of change of
energy is now balanced by the input or output of energy at the ocean surface
and by the horizontal inflow and outflow of heat by ocean currents. For
annual-mean conditions, the time rate of change term can be neglected.
However, for seasonal estimates, the heat storage in the ocean is extremely
important; it tends to balance for a large part the net input of energy at the
ocean surface.

The required oceanic transport of heat computed as a residual by using
(3.9)and (3.10) is presented in Fig. 13. As shown before from similar data by
Vonder Haar and Oort (1973) and Trenberth (1979), we find a poleward
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Fi1G. 13. Meridional profiles of the northward transport of energy in the oceans for annual
mean (thick solid line), northern winter (thin solid line) and northern summer (dashed line)
conditions in units of 10'* W, The transport values were evaluated as a residual using the
planetary energy balance requirements. [After Carissimo et a/. (1985). Reproduced with per-
mission from Journal of Physical Oceanography, a publication of the American Meteorological
Society.]

transport of heat that is stronger than what many oceanographers believe it
should be. Even more controversy arises when we consider the seasonal
transport curves for December-February and June - August also shown in
Fig. 13. These curves were computed by Carissimo et al. (1985) from net
radiation data, atmospheric energy storage and transport data, and oceanic
heat storage data as a residual in the energy balance equation. It is clear that
we need a huge seasonal variation in the oceanic heat transport to satisfy the
balance requirements. The discrepancies with the established oceanographic
views of a weak seasonal variation are so large that further research is very
much needed to find out what causes the discrepancies. In our residual
method the oceanic heat storage estimates are most uncertain followed by
the radiation data. On the other hand, the arguments by oceanographers for
weak heat transports are based largely on very limited data or on theoretical
considerations.

4. SUMMARY

In the first part of this review a historical description was given of some of
the diagnostic studies conducted at the GFDL during the past two decades.
Necessarily this work hasled to further questions and issues. The three, in the
author’s opinion, most pressing remaining issues were discussed in the sec-
ond part of this review. They deal with the balance requirements imposed on
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the terrestrial branch of the climate system by the atmospheric branch. This
last branch is fairly well known from atmospheric in situ data.

In the first issue, we present evidence that the required return flow of
angular momentum from the middle latitudes to the tropics is not taking
place in the oceans but has to take place in the continents. There seems to be
a lateral exchange of angular momentum between the oceans and the conti-
nents through changes in sea level, leading to the so-called “continental
torque.” A possible way for the meridional transfer of angular momentum to
occur within the solid earth is through the preferential displacements of mass
along fault zones in the NW - SE direction in the Northern Hemisphere and
in the NE - SW direction in the Southern Hemisphere. If verified from direct
observations, the complete cycle of angular momentum would form another
beautiful example of the strong link between the atmosphere, the oceans,
and the solid earth.

In the second issue, we confirm the earlier findings by Starr and Peix6to
(1958) of a divergence of water vapor from the subtropics both over the
oceans and over land. The divergence of water vapor from the subtropical
deserts is still controversial and not generally accepted. Nevertheless, a simi-
lar pattern shows up in all aerological analyses performed since 1958. The
controversy arises because (indirect) surface balance studies do not show this
divergence over the subtropical land masses. A possibility is that either our
samples are biased (e.g., by inadequate sampling of the diurnal cycle) or that
the surface balance methods are biased because of the use of unreliable
methods to estimate evaporation and ad hoc corrections to ensure a balance
between evaporation and precipitation over larger regions. If true, the impli-
cation of the subtropical divergence of water vapor is that large underground
flows of water occur into the desert regions. Some evidence has been found
for such effects (Starr and Peix6to, 1958).

In the third issue, we support the earlier suggestions of a strong poleward
heat transport in the world oceans and a large annual variation with huge
cross-equatorial transports of heat into the winter hemisphere. Our results
arein direct conflict with prevailing oceanographic views that seasonal varia-
tions tend to be small. These discrepancies require serious consideration in
establishing the relative importance of the atmosphere and oceans in main-
taining the present climatic conditions, both in the mean and the annual
variation and in the year-to-year anomalies.

All three issues are important and unresolved and need to be addressed.
Critics may say that the atmospheric data sets are biased and therefore not
good enough to derive constraints for the terrestrial branches of the various
cycles. This may be true. However, the counterevidence appears to be even
more biased, and often based on simplified theories or assumed relationships
and not on the basic balance equations and direct data as in our case.
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1. INTRODUCTION

The term “climate sensitivity” refers to possible changes in the climate
system resulting from changes in externally prescribed conditions. First, we
can ask, Does the external change make a difference? Is the climate system
vulnerable to the change? For example, ‘“We need to know what kind and
amount of environmental stress derived from man’s activities might be
tolerated by the climate system before that system would respond signifi-
cantly” (Schneider and Dickinson, 1974, p. 448). Or in carrying out general
circulation model (GCM) climate studies, we want to establish whether the
model-simulated climate differs significantly from observed climate or
whether changes in model parameterizations significantly affect the model
climate [e.g., Chervin (1980, 1981)].

Second, “climate sensitivity” may mean the quantitative change of cli-
mate variables that results from some change in external conditions or
prescribed model constants or parameterizations. For global average climate
models whose only variable is temperature, “sensitivity” necessarily refers to
the temperature change that would result from varying some aspect of the
model’s radiation balance. A standard measure of such a model’s perform-
ance is the f or ratio of surface temperature change to an incremental change
in the prescribed incident solar radiation [e.g., Manabe and Wetherald
(1967), Schneider and Mass (1975), Ramanathan and Coakley (1978)].

With more elaborate GCMs, the same question of response of global

* The National Center for Atmospheric Research is sponsored by the National Science
Foundation.
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average temperature to solar constant change can be posed [e.g., Wetherald
and Manabe (1975), Hansen et al. (1984)], with the added bonus of a de-
scription of changes in horizontal spatial variations in response to solar
constant change.

Studies have been made of such questions as the sensitivity of an early
National Center for Atmospheric Research (NCAR) GCM to changes in
sea—surface temperatures imposed either globally or in zonal strips
(Schneider ez al., 1978) or the sensitivity of the Geophysical Fluid Dynamics
Laboratory (GFDL) spectral sector model to the method of ocean tempera-
ture calculation, whether a simple mixed-layer formulation or a dynamic
ocean model (Spelman and Manabe, 1984). Many other such studies have
been published, and considerably more have been done by various GCM
modeling groups to help optimize and validate the performance of models
being developed and to bracket plausible changes.

Again, to summarize, we can ask of a climate model if some change made
any significant difference or how much difference it made. The simpler
climate models usually respond linearly to small perturbations in model
forcing or parameters and the question “How much?” can always be an-
swered by some modest computation. On the other hand, GCM modelers
must contend with the problem of model “noise.” That is, their simulations
include the day-to-day variability of weather events. Because of the instabil-
ity of the nonlinear hydrodynamic equations, a model integration loses
much of its memory of initial conditions after some “predictability’’ time.
Hence, the atmospheric states of two model “January” integrations started
from slightly different initial conditions will on the average eventually differ
nearly as much from each other as would two days in January taken from
different years. Because of the correlation of weather from one day to the
next, monthly averages represent only about a half-dozen statistically inde-
pendent events (Leith, 1973) and so have nearly half the noise level of
individual days. With further averaging or additional independent simula-
tions, the noise level is reduced, as in the sampling of statistically indepen-
dent events, in proportion to the inverse square root of the length of the
sampling interval.

The question of whether “any significant climate difference’ has occurred
for GCMs as well as for the actual climate system must confront the problem
of whether a signal is detectable in the presence of meteorological noise.
Signal detection has been a key issue in various modern technologies such as
communication theory. Little of this theory has found its way down to
meteorological and climate studies, perhaps because it is mostly inapplica-
ble. The usual situation in communication theory is that a signal is known to
have some time-correlated structure or to exist over some frequency band.
Noise is represented by completely random, that is, uncorrelated, pulses
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superimposed on this signal. The signal is then to be recovered by applying to
the measured time series some filter structure that removes as much of the
noise as possible while distorting the signal as little as possible [e.g., Lee
(1960)]. The question of signal detection simplifies considerably when the
signal is regarded as a time average change, as has been done up to now in
climate studies. The remaining departures from classical statistical sampling
theory then derive from the multivariate time and space correlations of the
meteorological noise and the multivariate spatially correlated structure of
the signal. (We use the term “multivariate” here to refer to the multiple
meteorological variables, e.g., horizontal winds, pressure, temperature.)

The statistical techniques appropriate to determining whether a climate
difference has been seen are, with little modification, also applicable to
establishing confidence limits (or more generally, a probability distribution)
for describing the range of likelihood of a calculated change [e.g., Hayashi
(1982)]. The criteria to decide whether a signal has been “detected” are
themselves debatable, thatis, judgmental, and might benefit from a Bayesian
decision theory approach, as discussed later.

Questions of climate sensitivity inevitably must be evaluated by using
models of the climate system. The most comprehensive models are the
current GCMs. Their development over the past quarter of a century owes
much to the enthusiasm and scientific and organizational contributions of
Joseph Smagorinsky. The intent of this essay is to comment on some of the
important questions related to climate sensitivity, to review some of the
current methodologies, and to indicate needs for further development and
emphasis.

It is not possible in a brief essay to examine thoroughly important techni-
cal aspects of this topic such as, for example, possibly useful efficient mathe-
matical perturbation techniques for studying questions of sensitivity in non-
linear models [e.g., Hall and Cacuci (1983)]. Rather, we will look at some
crucial concepts from a physical viewpoint.

2. SENSITIVITY ANALYSES FROM THE VIEWPOINT OF GLOBAL ENERGY
BALANCE

One of the earliest areas of speculation regarding climate change was
whether the amount of radiation emitted by the sun changes by amounts
large enough to affect the climate system. This question still remains unan-
swered. Precise measurements from space have indicated that variations of
solar output over a year’s time are small, at most with a range of 0.2% [e.g.,
Willson et al. (1981)]. Current astrophysical theory indicatesincreasing solar
output on a time scale of eons, about 5% increase per billion years [e.g.,
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Newkirk (1983)]. Changes of solar output on all intermediate time scales
remain a lively source of debate, although most climate modelers are of the
opinion that any such changes are probably small.

However, the more general question of the effect of changes of radiation at
the top of the atmosphere on the climate system is now recognized as one of
the important unifying concepts of climate theory. For equilibrium condi-
tions neglecting small geophysical energy sources, the sum of the radiative
fluxes at all wavelengths must add to zero because of conservation of energy.
Forexample, a change in absorbed solar radiation is eventually balanced by a
corresponding change in outgoing long-wave radiation. However, it is useful
to distinguish between the changes of radiation due to externally prescribed
parameters, such as the solar output, and the changes consequent to the
response of the climate system to the external change.

The energy flux at the top of the atmosphere is important to climate
modelers because equilibrium global temperatures are usually much more
sensitive to externally prescribed changes of energy at the top of the atmo-
sphere than they are to model parameter or boundary condition changes that
lead to internal redistributions of energy. Vertical energy redistribution by
moist and dry convection processes is rapid compared with the relaxation
time for radiation balance within the troposphere. Such radiatively driven
convection processes are absent in the stratosphere, which, for a global
average, is consequently in near radiative balance at each pressure level (Fels
et al., 1980). Where an internal change perturbs radiation balance in the
stratosphere as well as the troposphere, e.g., changing concentrations of CO,
in the atmosphere, it is necessary to look at changes of radiative fluxes at the
tropopause rather than at the top of the atmosphere.

A strict condition of equilibrium requires that there be no net fluxes of
energy between the atmosphere and the underlying surfaces. However, the
oceans, with their large heat capacity, tend to maintain such net fluxes. This
energy exchanged by the oceans balances, in part, external changes in radia-
tion acting over relatively short time scales.

To discuss further the sensitivity of the global climate system to external
changes, it is useful to consider the very simple global average energy balance
climate model

C[dAT)/ot] + MAT)= AQ 2.n

where AT is the global average surface perturbation temperature, AQ is an
externally prescribed change in net radiation crossing the tropopause, A(AT)
is assumed to give the net radiation change at the tropopause resulting from
the internal dynamics of the climate system, ¢ is time, and C represents a
system heat capacity. Although Eq. (2.1) is an extreme simplification of the
actual climate system, it is valuable for interpreting and summarizing the
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sensitivity of more detailed climate models to changes in global energy
balance processes [€.g., Climate Research Board (1979)]. Indeed, it is be-
cause the more detailed models can be interpreted using Eq. (2.1) that we
have a considerably better understanding of their global average temperature
changes than we have of changes in regional climatic patterns.

The parameter AQ can represent not only a change in solar constant, but
also a change in the absorbed radiation resulting from any other external
perturbations in any of the physical processes determining the albedo of the
climate system or its trapping of outgoing long-wave radiation. It can, in
particular, represent the radiative effect of modifications in atmospheric
cloud or aerosol distribution, in the albedo of land surfaces, as well as in the
concentrations of radiatively absorbing atmospheric gases. Some radiative
perturbations, e.g., those related to cloudiness, water vapor concentrations,
or snow cover, are either externally prescribed or calculated as part of A
depending on the physical completeness of the model. We shall here con-
sider such changes as internal where they are not connected to potential
human modifications.

Equation (2.1) is useful for interpreting global climate change to the extent
that different kinds of radiative perturbations affect climate only through
their global average values, and thus A can be viewed as a system parameter
independent of the details of the perturbation for small enough perturbation.
For example, a 2% increase of solar constant or a doubling of CO, both warm
the global average climate system by somewhat over 4 W m~2. General
Circulation Model (GCM) simulations with the same model have found
strikingly similar climate change for these two hypothetical perturbations
(Manabe and Wetherald, 1975; Wetherald and Manabe, 1975). For large
departures from present climate conditions, 4 would also be expected to
change at least somewhat.

Counterexamples suggest the limitations of the global zero-dimensional
climate model viewpoint. For example, if a radiative perturbation were
confined largely to the tropics, horizontal redistribution to extratropical
latitudes would not be complete, so that the largest change would be ex-
pected in the tropics. In the tropical troposphere, temperature changes fol-
low closely the moist adiabatic lapse rate and so increase with altitude. A
radiative perturbation, e.g., by tropical deforestation (Henderson-Sellers
and Gornitz, 1984), is largely balanced by modifications in the outgoing
long-wave radiation from the upper troposphere. Hence, surface tempera-
ture changes are relatively small. This “negative lapse rate feedback™ in-
creases the effective value of A4 from what it would have been for a more
latitudinally uniform perturbation.

Similarly, perturbations in surface or near-surface heating in high lati-
tudes, e.g., by Arctic aerosol (Cess, 1983), would imply a significantly lower



104 ROBERT E. DICKINSON

value of 4, both because of the convective decoupling of the surface from the
middle and upper troposphere and the large changes in absorbed solar radia-
tion with changed cover of snow and ice. Conversely, upper-tropospheric
heating may not couple completely to surface warming. The most drastic
example of the failure of “‘top-of-the-troposphere’ energy balance analysis is
a nuclear war climate change scenario (Turco et al., 1983) in which a large
cloud of smoke particles increases the absorbed solar radiation but becomes
convectively decoupled from the surface. The surface consequently cools
rather than warms. Linking of radiative perturbations to spatially varying
atmospheric dynamic processes can also detract from the usefulness of the
global average viewpoint. For example, globally averaged cloudiness and
presumably albedo could increase with a positive zonal belt of ocean temper-
ature anomalies in the subtropics but decrease if the anomaly belt were in the
region of the upward branch of the Hadley cell [as found in GCM experi-
ments by Schneider et al. (1978)).

Having recognized some of the difficulties that can beset the global aver-
age energy balance viewpoint of climate, we return to using it for further
discussion. The following discussion assumes infinitesimal perturbations so
that the magnitude of AQ becomes irrelevant. As already mentioned, Eq.
{2.1) 1s used as a framework for comparison of otherwise different radiative

TaBLE I. TRACE GAS RADIATIVE EFFECT SCENARIO FOR THE YEAR 2100 (EXCLUDING AEROSOLS)

Current Possible concentrations
Species concentrations in year 2100 Likely cause of increase =~ W m™2
CO, 340 ppm X2 Fossil fuel, soil, and bio- 4.2
mass carbon
CH, 1.65 ppm x2 Changes in OH or sources 0.6
N,O 0.3 ppm x2 Changes in nitrification 0.7
and denitrification, fos-
sil fuel
O, (troposphere) Profile x2 Anthropogenic change in 1.2
tropospheric chemistry
Q; (stratosphere) Profile 5% column loss but 50% Cl,, NO, 0.2
loss at 40 km, 5% in-
crease in lower strato-
sphere
CFCl, 0.20 ppb 2 ppb Anthropogenic release 0.5
CF,C}, 0.33 ppb 4 ppb Anthropogenic release 1.1
CCl, 0.14 ppb 1.0 ppb Anthropogenic release 0.2
CH,CCl, 0.15 ppb 3 ppb Anthropogenic release 0.1
CH,Cl 0.6 ppb 1.0 ppb 0.01
All other 0.1 ppb 1.0 ppb 0.2

chlorocarbons
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perturbations of the climate system simply by determination of the global
average change in radiative flux at the top of the troposphere. For example,
Table I shows plausible future scenarios for changes in carbon dioxide and
other trace gases and the implied global heat inputs [based, in part, on World
Meteorological Organization (1982)]. As indicated, about half of the global
warming expected by the year 2100 is the result of increases in trace gases
other than CO,, though there is such a wide range of probable concentra-
tions of these gases that far into the future that even decreases of some of
these trace gases are not entirely improbable. Further clarification of all
significant contributions to future AQ will continue to be an important
objective of climate research.

3. THE GLOBAL FEEDBACK PARAMETER

We now turn to the question of interpreting the global temperature re-
sponse for a given heat input in terms of Eq. (2.1). We refer to the term A in
Eq. (2.1) as the global feedback parameter. It is estimated from any climate
model forced by a perturbation AQ by dividing AQ by the resulting global
average temperature change. For a given system heat capacity, positive A
implies stability or negative feedback and determines the ‘“‘damping” or
“relaxation” rate by which a temperature anomaly is restored to equilib-
rium. The inverse of 4 gives the change of global temperature for a given
radiative perturbation. If multiplied by the total absorbed radiation, it equals
the B term previously mentioned. It can be called the global sensitivity
parameter.

It is most convenient to deal directly with A because of its additive nature.
A convenient reference value is

Ap=40T3=375 Wm?K™! (3.1)

where ¢ is the Stefan-Boltzmann constant and 7, = 255 K is the Earth’s
effective radiative temperature. The term Ay is the value of A that the Earth
would have if it were a blackbody with the same albedo as its present value.
Hansen er al. (1984) discuss sensitivity in terms of a “‘gain factor” g that
equals 1 — A/A5. We prefer use of A because it is more directly related to
temperature change and its definition does not require knowing present
albedo or outgoing fluxes as do Schneider’s § or Hansen’s g factors. The
trade-off is a dimensionally more complicated term.

What other processes contribute to A besides blackbody feedback? We can
try to answer this question by referring to observations [e.g., Cess (1976)] or
by interpreting more detailed models in terms of Eq. (2.1). In particular,
one-dimensional radiative-convective models [reviewed by Ramanathan
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and Coakley (1978)] have been applied to the question of global temperature
change since the study of Manabe and Wetherald (1967). The Manabe -
Wetherald paper showed that, for fixed composition, the response of a
radiative—convective model to changed heat input in the troposphere is
essentially the blackbody response. However, if, more realistically, water
vapor is assumed to vary with fixed relative humidity, the temperature
response Manabe and Wetherald found is essentially doubled or equiva-
lently,

A=A+ Ay 3.2)

where Ay, = — 1.7 W m~2 K~! is the water vapor feedback parameter. This
term results from largely increased long-wave trapping by the increased
water vapor of a warmer climate, but also includes a water vapor albedo
feedback term of about —0.2 W m~2 K ~! (Ramanathan and Coakley, 1978).

More recent radiative - convective model studies have examined the de-
pendence of temperature change on assumptions regarding changes in
cloudiness parameters and lapse rate. These studies have suggested that
cloud cover, height, and opacity feedbacks, combined with lapse rate feed-
backs, could readily change A by as much as | W m~2K ™! in either direction
[see reviews by Ramanathan and Coakley (1978) and Dickinson (1982)].
However, one-dimensional model sensitivity studies cannot proceed beyond
illustrating the nature of the problem in establishing the role of these feed-
backs.

Another class of models also more detailed than Eq. (2.1) is the one-di-
mensional energy balance models (North ef al., 1981). These models were
introduced by the studies of Budyko (1969} and Sellers (1969), who inde-
pendently concluded that the temperature dependence of the cover of ice
and snow, hence albedo, could greatly increase the temperature change
occurring in response to a global radiative perturbation. They also implicitly
included long-wave water vapor feedback in their models such that A could
be written

=g+ Ay + A4 (3.4)

where their empirically inferred ice-albedo feedback factor 4; = —0.8 W m™2
K~! for infinitesimal temperature change according to both models. The
Budyko - Sellers ice-albedo feedback suggested an easy route to ice ages and
raised the spectre of the climate system falling into a state of complete ice
cover from which it could not readily recover.

More recent analyses, based on satellite data [e.g., Lian and Cess (1977}],
have suggested that the Budyko—Sellers estimates of ice-albedo feedback
were greatly exaggerated and that 4; = —0.3 W m~2 K~!. However, another
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recent parameterization, based “on observations of the seasonal cycles of
snow cover and sea ice, and the distributions of land surface types over the
globe” (Robock, 1983a), finds a relatively high sensitivity 4; = —0.66 W m~2
K™, which was found largely to be a result of sea-ice variations. Chou ez al.
(1982) use a similar ice —snow parameterization and find 4; = — 0.44 Wm™2
K-

Empirical approaches to climate system parameters [e.g., Cess (1976) and
Warren and Schneider (1979)] consider variations in outgoing radiative
fluxes with latitude and season, as well as with smaller time and space scales.
Even if the observational difficulties could be completely overcome, it is not
evident that empirical parameters so derived should be of direct relevance to
global average climate change. Thus, it would seem that the question of
global climate change should be addressed not only with semiempirical and
simplified models, but also with the physically most complete models that
can be constructed, subject to the practical limitations of computer re-
sources. This is the rationale for using GCMs that model in detail the dy-
namics of atmospheric winds and the atmospheric hydrological cycle. In
principle, GCMs have the added bonus of being able to evaluate the latitu-
dinal and regional structure of climate change as well as global average
values. We shall return later to this question of latitudinal and regional
change.

How well can GCMs actually model global climate feedback terms related
to the hydrological cycle? In considering this question, it is useful to compare
results from different GCM groups and from different models developed by
the same group. A danger in accepting GCM results as descriptions of reality
is that some aspects, e.g., in the present context of global feedback terms,
may depend on poorly modeled processes whose importance for the results
obtained is not recognized. In GCM modeling as in all such complex scien-
tific endeavors, there is a “follow-the-leader” tendency to use previously
published parameterizations for physical processes without considering the
dependence of modeling results on uncertainties in these parameterizations.
On the other hand, arbitrary assumptions and parameterizations have at
least some possibility of differing randomly between different models, espe-
cially those developed at different institutions. Thus, comparison of the
results of different models can help uncover serious uncertainties that may
not have been demonstrated through sensitivity studies with one particular
model.

What can be learned about global feedbacks from surveying GCM results
over the last decade or so? General circulation models do seem to give
reasonably realistic descriptions of changes in atmospheric water vapor
amount as well as in rainfall amounts. However, these changes are largely
constrained by the Clausius-Clapyron expression for the dependence of
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saturation vapor pressure on temperature. Atmospheric water vapor con-
centrations and evaporation rates, hence global average rainfall, are propor-
tional to saturated mixing ratios at the surface for fixed relative humidities,
surface winds, and near-surface lapse rates.

Departures of water vapor change from scaling with saturated vapor pres-
sure may be significant, e.g., by modifying Aby asmuchas +0.5 Wm—2K"!.
[Hansen ez al. (1984), e.g., found in their GCM sensitivity studies that A was
decreased by about | W m~2 K~! by a changed vertical distribution of water
but that this positive feedback was largely cancelled by a negative lapse rate
feedback.] However, analyses of GCM simulations and observational data
may not yet be adequate to establish whether model water vapor feedbacks
are realistic in detail or what degree of confidence we should have in the
details of water vapor changes.

The question of water vapor radiation feedback is closely linked to the
question of effects of cloud changes on global radiation balance. All GCM
groups have developed simple cloud parameterizations that simulate model
cloudiness using such closely linked parameters as relative humidity, rain-
fall, and the presence of moist convection.

Some GCM simulations {e.g., Wetherald and Manabe (1980) and Wash-
ington and Meehl (1983)] have found minimal changes in global radiation
balance with cloud parameter changes accompanying climate change. These
results have reinforced the concept articulated by Cess (1976) that cloud
albedo and cloud long-wave changes tend to cancel each other. On the other
hand, Hansen e al. (1984) have found a large positive cloud-radiative feed-
back with a no-less “state-of-the-art” cloud parameterization scheme. In
particular, if we denote the cloud contribution to 4 in Eq. (2.1) by A, the
Hansen et al. results of their Table 1 imply that Ac=—0.8 W m—2 K™%
Changes in both cloud heights and cloud cover contribute to this positive
feedback. While such a result might seem less likely than the conclusion of
small cloud feedback, it is apparently not improbable. We also cannot ex-
clude the possibility of a negative cloud feedback of comparable magnitude
or for that matter, a cloud feedback that is highly dependent on the spatial
distribution of the radiative perturbation [e.g., Schneider er al. (1978)].
Clouds, their radiative properties, and their inference from remote sensing
have been heavily emphasized in national and international research pro-
grams for the past decade because of their recognized importance for cli-
mate. Yet it is likely that at least another decade of research effort will be
required before cloud-radiation feedback effects can be modeled with confi-
dence in GCMs.

Thus, in summary, an analysis in terms of global feedback emphasizes the
need for an improved understanding as to how the distribution of atmo-
spheric water, in vapor and liquid form, will change with climate change.
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4. Ice-ALBEDO FEEDBACKS

We now turn to the question of the capabilities of GCMs to model the
radiative feedbacks of ice and snow for climate change simulations. We refer
to the results of several modeling groups who have studied the climate
change resulting from CO, warming. The following analysis is largely based
on reported changes of global albedo with global surface temperature. Where
authors simply report the total albedo change with the changed temperature,
we remove from this change an increase of absorbed solar radiation with
warming due to increased water vapor of —0.2 W m~2 K~!. Some studies
have indicated relatively small ice-albedo feedback; e.g., Manabe and
Stouffer (1980) find A, = —0.25 W m~2 K~! (inferred from their Fig. 15),
whereas in Washington and Meehl (1983) 4; = 0. The model by Hansen ez al.
(1984) gives A, = —0.34 W m~2 K™, according to their Table 1. Wetherald
and Manabe (1981), according to their Tables A.l and A.2, find that
A;=—0.4 W m~2K~! for a seasonal insolation and —0.5 W m~2 K~! for an
annual mean insolation, and Spelman and Manabe (1984) find that
J; =—0.45 W m~2K"~! for an annual mean insolation and interactive ocean
according to their Table 1. Washington and Meehl (1984) have obtained an
ice-albedo feedback of —0.6 W m~2 K™}, not much smaller than the values
inferred from the early studies of Sellers and Budyko. These variations in
ice-albedo feedback apparently result in part from large changesin the GCM
prescriptions of sea-ice and snow albedo, which appear to have been formu-
lated without sufficient consideration of what would be radiatively realistic
but in some models are tuned to compensate for other model deficiencies.
They also result from wide variations in the sea-ice cover obtained in control
simulations.

It is disconcerting that not only do different GCMs show as wide a range of
ice-albedo feedback values as empirical energy balance studies, but that even
that same GCM can, under somewhat different modeling assumptions, gen-
erate a large range in ice-albedo feedback values. The Washington and Meehl
(1983) study assumed annual mean conditions and a “swamp layer ocean,”
whereas Washington and Meehl (1984) considered a model with a seasonal
cycle and a mixed-layer ocean. These two studies also used differing sea-ice
parameterizations, and the second study used a somewhat higher value for
snow albedo than the first. Otherwise, the two studies used an identical
model. The Washington and Meehl (1984) study may overestimate ice-al-
bedo feedback because (1) the simulated current climate had somewhat too
large an extent of sea ice, especially in the Southern Hemisphere, and (2) the
study used an oversimplified prescription for land-snow albedo that neglects
the lowering of albedo of snow-covered terrain in forested areas. The model
by Hansen et al. (1984) has a more realistic snow-forest albedo, as does the
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energy balance model study of Robock (1983a). However, the Washington
and Meehl (1984) paper finds that changes in planetary albedo with CO,
warming occur largely over sea-ice margins, especially in the Southern
Hemisphere. Changes in the extent of sea ice give greater changes in plane-
tary albedo than do changes in snow cover because of the persistence of sea
ice into the spring and summer seasons of greatest solar irradiance (Robock,
1983a). Thus, the details of sea-ice modeling appear to be a crucial issue for
determining model sensitivity.

The recent study by Spelman and Manabe (1984) has found a dramatic
difference in ice-albedo feedback between a simulation with a swamp ocean
versus an ocean with calculated dynamics. Spelman and Manabe interpret
their result to be largely a consequence of the differing global average surface
temperatures they obtain for their present climate simulations with the
different ocean models. Presumably, the modeled global average surface
temperature is a good measure of the extent of the modeled sea ice. Thus,
obtaining the correct extent of sea ice for current conditions may be as
crucial as using realistic albedos for correctly modeling snow-ice albedo
feedback. Even if model sea-ice extent is tuned to current conditions, it is not
known how accurately its change with climate change can be modeled.
Sea-ice change depends in part on horizontal ocean heat transport below the
ice and at the ice margins, which is modeled poorly if at all. It also depends on
the details of the ice dynamics, that is, the wind- and ocean-driven move-
ment of the sea ice itself [e.g., Hibler (1984), Hibler and Bryan (1984), and
Parkinson and Bindschadler (1984)]. This ice movement is neglected in all
present GCM simulations of climate change that use purely thermodynamic
models of sea-ice cover. Indeed, significant differences can be obtained even
with different thermodynamic ice models [e.g., Semtner (1984)].

It would also appear that proper modeling of high-latitude cloud cover and
its optical properties is important for obtaining a correct description of
ice-albedo feedback in GCM simulations [as also in energy balance models,
e.g., Golitsyn and Mokhov (1978)]. Unfortunately, even the climatological
cover of high-latitude clouds is poorly known [as reviewed by Barry ef al.
(1984)], and their modeling in GCMs is totally speculative.

Thus, in summary it appears that the largest sources of uncertainty for the
sensitivity of global average temperature to external changes in tropospheric
energy balance are the magnitude of the ice-snow albedo feedback processes
and the magnitude and sign of cloud-radiation feedback processes. These
conclusions have been drawn for over a decade [cf,, e.g., Schneider and
Dickinson (1974)].

However, what is especially distressing is that recent GCM studies have
not contributed to narrowing our uncertainty as to these processes but have
suggested that we are rather more ignorant than we previously thought. For
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example, the Climate Research Board (1979) indicated that A is likely to lie
between 0.9 and 2.5 W m~2 K~ 1. Considering the possibility of large positive
feedbacks from both cloud radiation and ice-snow albedo, I would now
place my own subjective 95% confidence limits for A at between 0.8 and 2.8
W m~2 K~L. This is equivalent to suggesting that the steady-state giobal
warming for doubled carbon dioxide could be as large as 5 K or as small as
1.5K.

If all GCMs used to study the question of climate warming use realistic
values for sea-ice albedo and develop control simulations with seasonally
varying sea ice and polar cloud cover close to that observed, then there may
be a much narrower range of calculated ice-albedo feedback. Aslongasthere
remains a wide divergence between estimates of future climate change due to
CO, warming, it might be useful to devote more effort to evaluating the
extreme possibilities of climate change than to the expected values and
attempting to reduce the range of extreme possibilities. An estimate of the
global albedo change from present conditions with total disappearance of sea
ice would be useful for limiting the maximum warming possible.

5. THERMAL INERTIA

In attempting to relate modeling results to reality, we must also consider
the important role of the thermal inertia of the oceans, as simplistically
represented by the term C in Eq. (2.1). The oceans require between a few
years and a few thousand years to warm, depending on the depth of ocean
that is in thermal contact with the atmosphere. For rapidly varying forcing,
i.e., time scales of a few years or less, as given by the seasonal cycle or volcanic
dust interruption of incident solar flux [e.g., Robock (1983b)], the thermal
inertia of the oceans is determined by the depth of the surface mixed layer.
Studies of the transient climate response with mixed-layer oceans of depths
about 100 m or less find little difference from steady-state analyses for a
gradual increase in CO, warming. However, on the time scales of CO,
warming, water may be mixed to large depths by high-latitude winter con-
vection so that the atmosphere could effectively be in contact with more like
1000 m of ocean (Broecker et al., 1979). On the other hand, the high-latitude
ocean may become more stably stratified. For example, the studies of Bryan
et al. (1982) and Spelman and Manabe (1984) indicate the stabilization of
high-latitude oceans by the formation of halocline resulting from large in-
creases in high-latitude precipitation, hence fresh water added to the sea
surface. The CO,-induced climate warming at present may be reduced by as
much as half from its steady-state value (Cess and Goldenberg, 1981; Mi-
chael et al., 1981; Dickinson, 1981, 1982; Schneider and Thompson, 1981,
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Schlesinger, 1983). The transient warming of the oceans is of concern not
only because it reduces the magnitude of the global response, but also be-
cause it might give a latitudinal variation of the warming significantly differ-
ent than implied by steady-state calculation [e.g., as discussed by Schneider
and Thompson (1981), Bryan er al. (1982), Thompson and Schneider
(1982), and North et al. (1984)].

It is not possible to review here the complex oceanic dynamic and thermal
processes that ultimately must determine oceanic heat capacity. Rather, we
simply point out some obvious conclusions, First, from the present analytic
viewpoint, it is evident from Eq. (2.1) that the departure of the expected
warming depends on the ratio of the oceanic heat capacity to the climate
feedback parameter A. The time dependence of CO, can be approximated by
an expression of the form n(CO,) = n(CO,) [1 + € exp(t/t.)], where ¢_is a
time scale for increase and € a constant parameter, and the CO, heating by
Q ~ log n(CO,). Thus, for small €

Q ~ exp(i/t.) G.1)

That is, the warming from CO, over the past and next several decades, while
the perturbation CO, is small compared to background, is roughly exponen-
tial. Insertion of Eq. (5.1) in Eq. (2.1) gives

T=T,/[1+C/(A)] 5.2)

where T, is the equilibrium temperature response. In other words, the
departure of the response from equilibrium depends on the ratio of heat
capacity to the product of the CO, emission growth time and feedback
parameter. Fossil fuel use is growing less rapidly than previously so f, has
shifted from about a 25-year (4% per year) growth time to 50-year (2% per
year), which implies that the global temperature response to increasing CO,
will more closely approach its steady-state value over the next several dec-
ades than it would with the previous more rapid growth. On the other hand,
if A were much smaller than previously believed, the system would not only
have a much larger steady-state response [as argued by Hansen ef al. (1984)],
but also stay farther from steady state during growth in the rate of warming,.
Moreover, for very small 4, the solution to Eq. (2.1), i.e., Eq. (5.2), can be
approximated by

T=10/C (5.3

That s, the effective climate feedback is given by C/¢_and becomes indepen-
dent of the parameter A. In practical terms, if the climate system had very
weak feedback, it would probably not be possible to infer this result from
only a few decades of observed warming, but the weak feedback might only
become apparent after a century or more of climate warming had failed to
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slow down in the manner expected for a larger feedback. The relative weak-
ness of A feedback in high latitudes and relatively large C (deep convection)
in near polar oceans is the basis for the argument that the transient response
to CO, warming should have a different latitudinal variation than the
steady-state warming. However, as earlier mentioned, there is some sugges-
tion that the deep ocean convection may be weakened during the CO,
warming. The steady-state response to global warming may still be too
poorly understood for much scientific attention to the question of transient
effects to yet be warranted.

It is reassuring to keep in mind that if a strong positive ice-albedo feedback
were to contribute to a large steady-state warming, this feedback would have
to weaken considerably with the large decrease of sea-ice cover accompany-
ing a warmer climate. That is, a large global temperature increase would
require a change of external heating considerably larger in magnitude than
that required for a temperature decrease of the same magnitude as the
increase. Conversely, the question of the stability of the climate system under
multicentury cooling processes should also be of some concern. A good focus
for this question is in the climate change that occurred during the last ice age
and the series of ice ages of the past million years, a topic we turn to next.

6. CLIMATE SENSITIVITY AND PALEOCLIMATES

For large changes from current climate, the feedback parameters discussed
in the preceding sections will be rather different than those appropriate to
present conditions. A knowledge of the change of the feedback parameter
with climate change is important for understanding climate and one of the
reasons for studying past climates different from that of today.

Evidence for ice ages over the last million years correlates with the Earth’s
orbital parameters. This correlation has greatly stimulated studies of millen-
nium time-scale responses of the climate system to external forcing, as well
as of the possibility of multiple climatic states and long-period free oscilla-
tions of the climate system [cf. the review by Held (1982)].

One criticism of many energy balance climate models able to simulate the
growth of continental ice sheets with orbital forcing has been their assump-
tion of apparently excessive ice-albedo feedback. Energy balance climate
modelers look at GCMs as a guide for reasonable ice-albedo feedback. How-
ever, as already discussed, recent GCM studies themselves have shown a
wide variation in the modeled ice-albedo feedbacks and have recently drifted
toward larger values.

North er al. (1983) have developed a three-dimensional energy balance
climate model with oceans and continents separately distinguished and with
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relatively low ice-albedo feedback and model sensitivity for present condi-
tions. However, when the solar constant is reduced by more than 1.5%, their
solutions drop discontinuously into an ice-age climate. Using orbital param-
eters appropriate to 115,000 years before present (B.P.) for cool summer
forcing, they find solutions suggestive of large ice-sheet growth over northern
North America.

The climate of the last ice age (18,000 B.P.) has been modeled in several
GCM studies using observed changes in ocean, land, and ice-sheet condi-
tions. The most recent such study by Hansen et al. (1984) analyzed the
various global average energy balance terms involved.

The Hansen et al. model estimates of global radiation balance for 18,000
B.P. indicate an imbalance that would force further temperature decrease.
This inferred imbalance suggests possible inaccuracy either in the modeled
positive cloud feedbacks or in the assumed concentrations of CO, orin other
imposed boundary conditions. The Hansen ez al. calculations include the
negative feedback effect of an elevated ice plateau on infrared radiation [as
discussed by Bowman (1982)]. However, the positive ice-albedo feedback
they find is considerably larger and presumably enhanced by longitudinal
asymmetries (Hartmann and Short, 1979). Their analysis suggests that dur-
ing an ice age the climate system might have a much weaker total feedback
parameter A than at present and would thus have been subject to large
oscillations in response to small amounts of global forcing. It is evident that
the climate system never dropped into the ice-covered Earth catastrophe, but
it is not known how closely it may have approached that condition.

On the time scale of ice ages, the question is raised of the coupling of
climate change to the geochemical cycles responsible for maintaining atmo-
spheric carbon dioxide concentrations. Perhaps variation by a factor of two
in atmospheric CO, concentrations could result from changes in oceanic
chemical processes [e.g., as reviewed by Broecker and Takahashi (1984)]. On
yet longer time scales, much larger changes in the concentration of atmo-
spheric CO, become possible as a result of variations in volcanic sources and
geochemical weathering sinks (Berner et al., 1983). Especially interesting is
the possible role of increased CO, in explaining the warmer temperatures of
100 million B.P. during the Cretaceous period, about 10°C warmer than
present. Barron and Washington (1983) have used the annual swamp ocean
GCM of Washington and Meehl (1983) to explore the role of continental
positions and elevated sea level in promoting this Cretaceous warming. They
find that Cretaceous geography by itself can only increase global tempera-
tures by 5°C and conclude that some additional warming mechanism such
as increased CO, is required. This conclusion might be considered prema-
ture since the annual mean swamp ocean model they use [that of Washing-
ton and Meehl (1983)] has the largest A of any GCM published to date, three
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times stronger than that of the recent seasonal cycle models (Hansen et al.,
1984; Washington and Meehl, 1984). However, correlation between paleo-
climatic temperatures also supports the hypothesis of large CO, variations
on geological time scales.

A more serious difficulty in explaining Cretaceous climate is the apparent
existence of polar surface temperatures being warmer by about 20°C and
equatorial temperatures by no more than 5°C. The annual mean simulation
by Barron and Washington showed little sign of such amplification. Possibly,
the oceanic transport of heat constrains equatorial temperatures to small
variations [as suggested by Hoffert et al. (1983)]. Furthermore, the model
used by Barron and Washington has little negative lapse rate feedback in
high latitudes to promote polar amplification of warming. This lack of high-
latitude surface temperature amplification is in contrast to GFDL models,
e.g., as discussed by Manabe and Wetherald (1975)and Ramanathan (1977).
For example, Spelman and Manabe (1984) find polar surface temperature
increases greater than 10°C for doubled CO,. This high-latitude surface
warming couples to ocean deep water at all latitudes which consequently
increases in temperature by more than 7°C.

In conclusion, further modeling studies of large departures from the cur-
rent climate, as suggested by paleoclimatic evidence, will both increase our
understanding of the sensitivity of the climate system to external forcing and
of model parameterizations important for determining model sensitivity.
Seasonal cycles need to be included and more attention should be given to
polar inversions and their change with climatic change.

7. LAND-SURFACE PROCESSES AND REGIONAL CLIMATE SENSITIVITY

Much of the practical importance of climate study results from the rela-
tionships of the climate system as a whole to processes that occur at the
atmosphere-land interface. These include in particular the growth of vege-
tation for food, fiber, and other amenities and the use of water resources for
plant growth, power generation, and industrial and personal applications.
Climate processes over land surfaces have been studied in considerable detail
because of their importance for these and other human activities and ecolog-
ical processes. Yet we are still rather ignorant of the sensitivity of the overall
climate system to land-surface processes. The global feedback framework,
used previously in this paper, may be applied to land-surface changes that
perturb the global radiation balance. However, because such changes gener-
ally occur on less than a global scale, it is likely that regional processes may
modify the global response.

The intent of this section is to simply summarize our current understand-
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ing of the connections between questions of climate change and land-surface
processes. We need to ask in particular: (1) How does climate change affect
land-surface processes? (2) How do land-surface processes and their change
affect the climate system? And (3) What model variables, parameterizations,
and analyses are most important for answering the first two questions?

Since this essay is especially directed toward the role of future climate
change, we can avoid reciting the litany of the total range of influences of
climate on surface processes by limiting discussion of (1) to the question of
the effect of future warming by CO, and other trace gases on land processes.
Since the detailed spatial distribution of the additional heat input from these
sources is usually considered to be of secondary importance, we can con-
sider, in the abstract, the global climate system uniformly heated to induce a
global average warming of several degrees. What then would be the detailed
distribution of this warming at the Earth’s surface, and what shifts in surface
hydrological processes would result?

The most obvious answer is that warmer surfaces evaporate water more
rapidly, thus also increase rainfall rates and in other ways speed up the
hydrological cycle. Further details beyond this general statement depend on
spatial variations of effects and are best examined through study with GCMs.
The most relevant such past studies are the previously reviewed model
calculations of climate change and scenarios for doubling or quadrupling of
CO, [e.g., Manabe and Wetherald (1975), Manabe and Stouffer (1980),
Wetherald and Manabe (1981), Manabe er al. (1981), Washington and
Meehl (1983, 1984)].

Considerable information has also been gained from observational studies
of past climate variations. However, we shall not discuss these studies since it
is questionable whether past regional patterns of change were a consequence
rather than a cause of the accompanying global average changes. We shall
further restrict our discussion of GCM results to modeling studies carried out
at the GFDL or NCAR [cf. Schlesinger (1983) for review of other modeling
studies]. The GCM studies to date can be distinguished according to as-
sumptions as to geography: whether (a) idealized sector or “realistic,” (b)
annual mean or seasonal heating, and (c) energy balance or dynamic ocean.
The more realistic assumptions might be expected to give results of more
practical relevance, but the simpler assumptions make it easier to interpret
mechanisms and allow greater computational economy.

One of the most commonly quoted features of the GFDL model studies
has been a greatest warming in high latitudes. This warming has been inter-
preted as due to positive lapse rate and snow-albedo feedbacks [e.g., as
analyzed by Ramanathan (1977)]. However, the study by Washington and
Meehl (1983) found essentially no high-latitude amplification, and Wash-
ington and Meehl (1984) obtained essentially no high-latitude amplification
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over land but only at the sea-ice margins. The relative weakness of the NCAR
model high-latitude surface-temperature amplification may be explicable in
part by a vertical eddy diffusion coefficient that is unrealistically large in high
latitudes. As already discussed, there have been wide intermodel variations
in the calculated ice-albedo feedbacks, related to differences in the extent of
the modeled sea ice, assumptions as to sea-ice albedo, and possibly cloud
cover. All the seasonal models, including that of Hansen et al. (1984), find
the largest surface warming in early winter over the areas of seasonal sea ice.
This is a consequence of the increased high-latitude ocean storage of heat
during the summer months and enhanced conduction of heat through the
thinner ice in the winter months, as discussed by Manabe and Stouffer
(1980).

The second commonly quoted result of GFDL simulations has been a
summer reduction of midcontinent soil moisture in the middle latitudes, as
analyzed in detail by Manabe et a/. (1981). This result has showed up most
distinctly in the idealized sector seasonal cycle model simulations. It has
been interpreted to result from earlier snow melt with a warmer climate and
thus a longer summer drying season. A similar but weaker and noisier result
has been seen in GFDL simulations with realistic geography (Manabe and
Stouffer, 1980). In contrast, Washington and Meehl (1984) have found
midcontinental summer soil moisture largely to increase, apparently a con-
sequence of greater spring precipitation. The difference is likely not very
dependent on winter precipitation since Manabe et al. (1981) report satu-
rated soil in early spring. We see no reason in this instance to prefer the
results of the GFDL model studies over those of Washington and Meehl.

The conclusion [e.g., Manabe and Stouffer (1980), and Manabe er al.
(1981)] that the largest warming over land surfaces at a given latitude will be
associated with the largest anomalies in soil moisture is plausible in terms of
physical reasoning and observed regional climate anomalies. Both the
GFDL and Washington and Meehl models use crude and similar parame-
terizations for surface energy balance processes, soil moisture, and snow
cover, which do not distinguish between vegetated and nonvegetated sur-
faces. Thus, the only inference that safely can be made regarding warmer
Earth soil moisture levels is that they will probably differ from today’s; the
sign of the change is not obvious.

In and lands, much of the water used for agriculture comes from irriga-
tion, which is largely supplied from the accumulated snowpack in neighbor-
ing mountains. Thus, the question of changes in water availability requires
attention to modeling accumulation of snow in mountain areas, a task made
extremely difficult by the coarse resolution of current GCM climate models.
For example, the mountains of the western United States tend to be aggre-
gated into one big plateau.
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Changes in rainfed surface water supplies are also difficult to infer from
current model rainfall and runoff parameterizations. A warmer Earth with
more precipitation would also be expected to have a greater fraction of its
rainfall occurring in intense convective showers. Modeling the consequences
of such showers for runoff requires accounting for the spatial distribution
and time variability of convective rainfall. Hydrologists have necessarily
given considerable attention to such features, but GCM modelers have not
yet done so. Insufficient attention has also been given to the question as to
whether the internal dynamics of GCMs adequately capture shifts in climate
patterns that would modulate surface radiation budgets. For example, how
significant are shifts in planetary waves and their internal heat sources [e.g.,
Trenberth (1983) and Hartmann (1984)1?

To recapitulate, future GCMs could provide considerable valuable infor-
mation about the climate change of land surfaces. However, much work
needs to be done to improve and validate model parameterizations in this
area. Large increases in raw computing power would allow more adequate
numerical resolution. A wide variety of sensitivity studies will be needed to
help clarify priorities in this work.

In the remainder of this section, we briefly summarize what statements
can currently be made regarding sensitivity of climate to land-surface pro-
cesses. The primary thrust of past GCM studies of this question has been to
demonstrate that hypothetical large changes in land-surface properties
would likely have large climatic effects. For example, comparison of GCM
climate simulations with hypothetical completely wet versus completely dry
land surfaces shows much less rainfall over land in the dry continent case
(Shukla and Mintz, 1982). Removal of model winter snowfall has been
found to give drier soil moisture throughout the summer seasons(Yeh et al.,
1983). Increases in the surface albedo of sufficiently large magnitude and
spatial scale in semiarid lands may imply large decreases in average rainfall
(Charney et al., 1977). A study of the effect of large-scale tropical deforesta-
tion (Henderson-Sellers and Gornitz, 1984) has indicated that changes in
soil moisture capacity could also modulate rainfall rates.

There is also considerable micrometeorological information on the sensi-
tivity of surface energy fluxes and hydrology to values of various important
parameters. As examples of explicit sensitivity studies, Saxton (1975) exam-
ined the sensitivities of a simple Penman equation for evapotranspiration to
various prescribed parameters and found greatest sensitivity to the amount
of absorbed solar radiation. Luxmoore et al. (1981) considered a more elabo-
rate and realistic soil-plant-atmosphere continuum model and found
transpiration to be rather insensitive to absorbed solar radiation, but rather
sensitive to prescribed meteorological parameters such as the air tempera-
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ture and dewpoint depression. They concluded that the inferred relative
insensitivity to solar radiation was a consequence of additional model feed-
backs involving soil moisture and stomatal resistance. However, it is gener-
ally recognized that the Penman ~Monteith-like equation that they used for
transpiration implies radiative control of evaporation in the limit of small
surface (aerodynamic) resistance (i.e., short vegetation) but vapor pressure
deficit control in the limit of large surface resistance (i.e., tall vegetation).
Their example was for a forest with large surface resistance, so that their
primary conclusion might have been inferred without use of a soil water
model.

Beven (1979) analyzed a similar model but considered the sensitivity of
transpiration to various model parameters. He found, not surprisingly, that
for small surface resistance, transpiration was quite sensitive to canopy
resistance. Canopy resistance represents the aggregated stomatal resistance
of the canopy. Model calculations illustrating sensitivity of interception and
transpiration to different vegetative covers have been discussed by Sellers
and Lockwood (1981).

One of the frequent themes in the forest-meteorology literature is the
strong control of forest evapotranspiration processes by wind ventilation and
vapor pressure gradients as determined by foliage temperature, ambient air
mixing ratio, and leaf stomatal resistance. If a forest is wet from rainfall or
dew, it can evaporate this water much more rapidly than it would have
transpired it {e.g., Shuttleworth and Calder (1979)]. Most micrometeoro-
logical studies regard the atmosphere at the canopy top as externally pre-
scribed. However, what if the planetary boundary layer is allowed to change
in response to surface fluxes? McNaughton (1976), DeBruin (1983), and
McNaughton and Jarvis (1983) have studied this question and considered
the result of the planetary boundary layer coming into equilibrium with
surface fluxes. They find that, after equilibration with the planetary bound-
ary layer, the transpiration is proportional to absorbed solar radiation, as
suggested by Priestley and Taylor (1972), and only weakly dependent on
canopy resistance.

In summary, large-scale climate changes of considerable practical impor-
tance may occur over land surfaces. Land surfaces, through their modula-
tion of radiant, sensible, and latent fluxes, may have important feedbacks on
the climate system. However, as discussed previously, feedbacks with the
planetary boundary layer may minimize latent and sensible flux changes.
Improvement in climate models, especially in their treatment of physical
processes at the land surface [e.g., Dickinson (1984)], will allow more realis-
tic examinations of such questions as the impact of CO, warming or the
effects of large-scale tropical deforestation.
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8. QUESTIONS OF STATISTICAL SIGNIFICANCE

One of the complexities of carrying out sensitivity studies with GCMs is
that the response to be examined may be obscured by model noise, that is,
natural variability. We briefly review the approaches that have been taken to
address this question and suggest possible changes in orientation. The usual
model sensitivity study consists of one or more control runs to define the
unperturbed model climate and one or more model runs with some changed
external condition to define the perturbed climate. The apparent signal is the
difference between the average of all or some of the control runs and all or
some of the perturbation runs.

The simplest approach to examining uncertainties from model noise is to
determine some measure of model variability and compare the ratio of
apparent model signal to this model “noise”; if the model signal is very large
compared with the noise, it is evidently a reproducible result. However, if
not, several further questions have to be asked to facilitate interpretation and
help economize on the computational burden of model simulation. First,
was an appropriate measure of noise used? Hayashi (1982) has pointed out
two previously used possible definitions of model noise and suggested a
third. He defines a climatic variable X as an average of some meteorological
variable over some time interval of interest, e.g., a monthly average, to be
sampled N times. He argues that an appropriate measure of noise is the
square root of twice the variance of the climatic variable. The factor of two
comes from summing the contributions of the estimated variances of the
control and perturbed simulations of X, assuming that the same number of
samples is available for both. Unfortunately, the Hayashi definition of noise
depends on the averaging interval. It would seem that a better definition of
noise would be to use an estimate of the variance of the N-sample estimate of
the signal, essentially corresponding to the usage of Madden and Rama-
nathan (1980). We shall use this term for the estimated signal-to-noise ratio.
In model studies, it is necessary toinclude an appropriate numerical factor to
allow for the uncertainty in both control and perturbation mean climate
estimates (Hayashi, 1982). In any case, it must be remembered that for a
small number of samples, the estimated variance itself is of considerable
uncertainty, and the variances of the perturbation and control simulations
are not necessarily the same.

Second, how large should the signal-to-noise ratio be for a model apparent
signal to be accepted as a “real” signal? Chervin and Schneider (1976) first
attempted a quantitative approach to this question for GCM studies by
introducing classical statistical significance testing. The model control and
external change simulations were considered to represent finite samples
from hypothetical infinite populations of GCM simulations. They used the
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“Student’s ¢, which is the expected statistical distribution of the estimated
signal-to-noise ratio, if defined as above. A “null hypothesis” that no change
has occurred (that is, both control and external change simulations are from
the same population) is introduced and the “probability” that this hypoth-
esis is incorrect is determined from the ¢ distribution. If there is more than
some, €.g., a 95%, chance that the hypothesis is incorrect, the null hypothesis
is rejected and the signal is accepted as real. Erroneous rejection of the null
hypothesis is referred to as a “type I error”” and erroneous acceptance of the
null hypothesisasa “type Il error.” The probability of a type Il error can only
be established in the context of some specific alternative hypothesis. Hayashi
(1982) points out that the null hypothesis can apply to any other value of
signal besides zero and that it is useful to apply it to the estimated signal and
hence develop confidence limits (“error bars”) about the apparent signal.
Either the confidence limits can be regarded as a random variable with the
specified probability of overlapping the true signal or, alternatively, the
unknown true signal can be treated as random with the specified probability
of falling inside the confidence limits.

To apply the Chervin-Schneider- Hayashi methodology, it is necessary
to choose some basic averaging interval, typically 30 - 100 days, and generate
samples of statistically independent GCM simulations over this period.
However, with a small number of samples, this procedure loses effectiveness
for rejecting null hypotheses because of the uncertainty of the variance
estimate, which acts to spread out the wings of the ¢ distribution relative to
the corresponding Gaussian. That is, a larger estimated signal-to-noise ratio
is required to achieve a given level of statistical confidence.

Katz (1982) points out that the estimated signal-to-noise level required for
95% confidence can be more than a factor of two larger for a low degree of
freedom ¢ distribution compared with a Gaussian distribution. He suggests
using a time-series analysis for increasing the effective number of indepen-
dent samples to the point at which a Gaussian distribution can be used, i.e.,
the limit of the ¢ statistic for a large sample number. His procedure involves
fitting an optimum Markov model to the time series, which effectively allows
for autocorrelation in time. Thus, it gives the effective number of indepen-
dent samples achieved by use of daily data. Katz notes that use of a first-order
Markov model in the same calculations he carried out gave a somewhat
smaller estimate of the effective number of samples. If this were always the
case and if the amount of data available to analyze were not already mar-
ginal, a first-order Markov fit could be used for a conservative (upper limit)
noise estimate. Madden and Ramanathan (1980), on the other hand, argue
that a higher-order regression fit is needed to represent adequately the con-
tribution of low-frequency climatic variations.

To obtain simply a variability estimate with adequate degrees of freedom,
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one might revert to the use of samples over smaller time intervals than
conventional, e.g., by using S-day averages separated by 5-day gaps. The
analysis by Madden and Shea (1978) shows that, at least for surface tempera-
ture over the United States, the characteristic time in days between effec-
tively independent samples is about 5 days. The number of samples obtained
by such a procedure could then be multiplied by some conservative factor,
e.g., 0.8, to adjust for the modest autocorrelation occurring between sam-
ples. Breaking down a given time interval into a larger number of time
samples would not reduce the real signal-to-noise ratio but could help nar-
row the confidence limits by giving a less uncertain estimate of model noise.

Statistical analyses such as discussed above apply most neatly to analysis
of a single scalar signal such as global average surface temperature. However,
when applied jointly to a number of variables and a number of model
locations, they can lose quantitative usefulness and become only of descrip-
tive value. The most obvious difficulty is illustrated by the fact that if a very
large number of independent variables were analyzed with no real signal, 5%
of them would lead to a type I error at the 5% significance level. If a smaller
number of independent variables were analyzed under the same conditions,
then the expected value for type I error would still be 5% of the points.
However, there would be a 5% probability of quite a few more type I error
points from chance sampling considerations, €.g., 8 points out of 100 points
(Henderson-Sellers, 1985).

More seriously, since different model variables are correlated spatially and
with each other, patterns of apparent signal may be a consequence of corre-
lated error fluctuations. Thus, a multivariate statistical approach would
seem desirable. However, an analysis involving all the grid-point degrees of
freedom in a GCM could be computationally prohibitive both from the
viewpoint of the size of the data sample required and the statistical computa-
tions involved. Hasselman (1979) finds that a single cosine wave signal could
be detected at the 95% confidence level in a 100-point white noise system
only if 73% of the grid-point response values exceeded their individual 95%
confidence limits.

Because of the spatial and variable correlations and the physical processes
involved, a GCM climate model may have many fewer real degrees of free-
dom than apparent degrees of freedom. Various kinds of spatial averaging
can be used to reduce the analyzed data to a few degrees of freedom, as
illustrated by the example analyzed by Hayashi (1982). Some alternative
efficient representation of the model noise such as empirical orthogonal
functions may be useful (Hasselman, 1979), although each individual degree
of freedom may be statistically unstable, as discussed by North er al. (1982).
Some variables, in particular rainfall, switch on and off as well as vary in
magnitude. Thus, separate statistical models are required for occurrence and
intensity (Katz, 1983).
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One important practical question in testing the statistical significance of
model results is the meaning to be attached to statistical significance. This
issue touches on the debates that have raged back and forth between profes-
sional statisticians for the past several decades or more. Are there real proba-
bility distributions whose properties we are trying to uncover? Or, alterna-
tively, are we trying to improve our own confidence levels as to expected
outcomes? If we take the latter Bayesian viewpoint, we should combine
whatever a priori judgments we have with model results for establishing our
real confidence levels in the model outcome. As an extreme example, we
might be 95% confident that we would find some effect in a long-enough
model run. If we analyzed a simulation of short duration and did not see the
effect, wouldn’t we still be 95% confident? Alternatively, many of us may be
unconvinced by connections between solar variability and climate reported
at the 99% confidence level because of our a priori conviction as to the
improbability of such an effect.

Another serious question is what significance level should be used to
accept or reject the hypothesis of no change. The concept of significance
testing is most appropriate to such questions as whether or not a change in
model parameterization made some obvious change in model performance.
Perhaps the safest approach in studies of the model response to external
changes of more direct practical interest is to avoid the question of signifi-
cance testing entirely and simply use the confidence limit approach for
reporting results. It certainly should be recognized that such tools as the 5%
and 1% probability criteria for rejecting a hypothesis of zero change were
developed for questions other than those of climate sensitivity, e.g., quality
control in a screw factory, or establishing whether there is a real difference
between the length of wings of two species of housefly.

Practically speaking, the appropriate statistical concept in many GCM
sensitivity studies is not “significance testing” but rather “decision-mak-
ing.” The question of the appropriate significance level should then be
quantified by introducing a “‘risk” or “cost-benefit” function r; e.g., if there
is no cost for correct decisions,

r=np,+np

where p, is the probability of making a type I error and r, the cost of making
such an error, p, the probability of making a type II error, and r, the cost of
the type 11 error. The probability criterion should be chosen to minimize
such a risk function. In pure (that is, societally irrelevant) research, the
primary risks involved are to one’s scientific reputation and self-esteem.
Since scientists usually suffer more loss of reputation from claiming incor-
rectly a positive effect than missing a real positive effect (because of lack of
enough data), they rightly opt for small probability of type I error. Con-
versely, if a GCM study were to indicate that action Y might immediately
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“destroy the world,” even a 1% probability that such an event were going to
occur (type II error) would prudently suggest avoiding action Y. Of course, if
“end of the world” were far enough in the future, we might employ the
standard future discounting approach of economists to show that action Y
was still sensible.

The problem with using a risk function concept as discussed above is that
most scientists dislike subjective choices and would feel unqualified toevalu-
ate any risks beyond their own. However, they may implicitly be evaluating
risks but doing so badly by picking some arbitrary probability level for type I
error. Perhaps guidelines for acceptable probabilities for type I error for
societally important questions of climate change should be established by
national committees with sufficient competence to evaluate the relative
costs of type I and type Il errors. Unfortunately, such committees are some-
times guided more by risks to the funding of their own scientific disciplines
than by broader considerations.

Decision making or risk evaluation using climate models may benefit
much more from an estimated probability distribution of outcomes than
from the simple yes-no framework of classic hypothesis testing just dis-
cussed. Furthermore, information as to the nature and probability of the
most extreme changes possible may be more important than knowing the
most likely outcome, as, e.g., has been the case in the design of nuclear power
plants.

In summary, past applications of statistical concepts to GCM studies have
suffered from inefficient sampling of model integrations, difficulty in apply-
ing univariate techniques to a multivariate system, and inappropriate inter-
pretations of statistical evidence. These problems have also recently been
reviewed by Henderson-Sellers (1985). Future studies of climate sensitivity
using GCMs will benefit from further efforts to clarify and improve the
application of statistical concepts.

9. CONCLUDING REMARKS

By considering the topic of climate sensitivity, this essay has highlighted
aspects of climate models especially in need of improvement. The radiative
interactions of clouds have long been recognized as possibly very important,
but a convincing validated treatment is still far from tractable. The recent
Hansen et al. (1984) study has again emphasized the potential of cloud
changes to modify greatly the sensitivity of the climate system to external
forcing. The storage and redistribution of thermal energy by oceans have also
once again been recognized as of major importance though also still intract-
able in detail.
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High-latitude climate feedback processes have also long been recognized
to be of considerable importance. However, this essay has pointed out that
they may be even more important and more uncertain than generally recog-
nized. In particular, ice-albedo feedbacks generated in GCMs have shown a
wide variability in overall magnitude and in detail, and the consensus mag-
nitude of this feedback may have doubled from its accepted value a few years
ago. Simulated sea ice appears to be the most important factor in determin-
ing model ice-albedo feedback and is of considerable uncertainty because of
oversimplified sea-ice models, lack of ocean current interaction, poor
knowledge of high-latitude cloudiness and its climatic variation, and ques-
tionable treatment of sea-ice albedo.

We have also argued that model treatments of land-surface processes need
to be improved in GCMs both from the viewpoint of improved climate
simulation and for the study of questions of the impacts of climate change.
Modeling studies of paleoclimatic questions help to improve our under-
standing of climate system and model sensitivities to large perturbations.

Statistical methods have been developed for interpretation of GCM cli-
mate sensitivity studies. We have suggested the need for further efficiency
and clarification in the use of these procedures to optimize the information
they provide and its application. Further clarification of the most extreme
possible changes of future climate is needed as well as attempts to narrow the
range of possibilities.
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1. INTRODUCTION

In the preceding article, Dickinson (this volume) critically reviews the
current status of climate sensitivity research and identifies the issues that
require emphasis in future investigations. This article presents, as an exam-
ple, some of'the results from the recent studies of climate sensitivity that have
been conducted at the Geophysical Fluid Dynamics Laboratory (GFDL)
under the leadership of Joseph Smagorinsky. More specifically, it discusses
the hydrologic change of climate due to the future increase of the CO,
concentration in the atmosphere.

It is well known that Smagorinsky (1956) pioneered the development of a
numerical weather prediction model of the atmosphere that forecast precipi-
tation. In addition, he and one of the present authors collaborated in the
construction of a general circulation model (GCM) of the atmosphere in
which the influence of the hydrologic cycle is taken into consideration for the
first time (Manabe ef al., 1965). Therefore, it appears quite appropriate to
discuss the hydrologic aspect of climate sensitivity studies in this volume
dedicated to Smagorinsky.

It has been observed that the atmospheric concentration of carbon dioxide
has been increasing steadily. According to the latest report of the U.S. Na-
tional Academy of Sciences (1983), itis most likely that the atmospheric CO,
concentration will exceed 600 ppm (the nominal doubling of the recent
level) in the third quarter of the next century due mainly to the future
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increase in the fossil fuel combustion. Since CO, is almost transparent to
solar radiation but strongly absorbs the terrestrial radiation around the wave
length of 15 um, it has been suggested that the increase in the concentration
of CO, raises the atmospheric temperature [e.g., Callender (1938)]. Based on
the results from climate models with wide varieties of complexity, a recent
report from the U.S. National Academy of Sciences (1982) estimated that a
doubling of CO, would cause a global surface-air warming of 3.0°C with a
probable error of +1.5°C. In addition, it suggested that this CO,-induced
warming of surface air is particularly pronounced in high latitudes during
winter. The report also noted that the increase of atmospheric CO, not only
raises the tropospheric temperature but also alters the hydrologic processes
that operate in the atmosphere and at the Earth’s surface.

Unfortunately, the CO,-induced changes in hydrology as determined by
numerical experiments conducted by various authors differ substantially
from one another (Schlesinger, 1983; Dickinson, this volume). Since the
temporal variability of hydrology in a general circulation model of climate is
very large, it has been very difficult to distinguish the signal (i.e., CO,-in-
duced change in hydrology) from noise (i.€., natural hydrologic variability in
the model). This partly accounts for the difference among the results from
various studies mentioned previously.

Nevertheless, general circulation models of the atmosphere, which are
currently available, can simulate gross characteristics of the global distribu-
tion of hydrologic variables, such as the rates of precipitation and runoff [see,
for example, Manabe (1982)]. This encourages one to analyze the results
from such a model for the study of hydrologic sensitivity of climate.

This paper represents an attempt to develop a coherent picture of CO,-in-
duced change in hydrology based on a series of numerical experiments that
have been conducted at the Geophysical Fluid Dynamics Laboratory by use
of general circulation models of climate with various complexities (Manabe
and Wetherald, 1975, 1980; Manabe and Stouffer, 1979, 1980, Wetherald
and Manabe, 1981; Manabe et al., 1981). Special emphasis is placed on the
identification and evaluation of the physical mechanisms responsible for
these hydrologic changes.

2. NUMERICAL EXPERIMENTS

Although a wide variety of climate models have been used for the climate
sensitivity studies conducted at the GFDL, the discussion in this article is
based mainly on the results from a model in which a general circulation
model of the atmosphere is coupled with a static mixed layer model of the
ocean. In order to investigate how the increase in atmospheric CO, influ-
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ences climate, two long-term integrations of a climate model are performed
with normal and above-normal concentration of carbon dioxide. To facili-
tate the identification of the CO,-induced change superposed on natural
hydrologic fluctuation, it is assumed that the above-normal concentration
has four times the normal value. This is much larger than the CO, concen-
tration to be reached during the next century according to the latest projec-
tion by the U.S. National Academy of Sciences (1983). The period for the
two time integrations is long enough (i.e., about 20 years) so that a model
climate attains a quasi-steady state toward the end of these integrations. By
comparing two model climates that emerge from these integrations one can
evaluate the influence of the CO,-increase on climate.

The basic structure of the aforementioned atmosphere-mixed layer
ocean model is illustrated by the box diagram in Fig. 1. It consists of three
basic components. They are (1) a general circulation model of the atmo-
sphere, (2) a heat and water balance model over the continents, and (3) a
simple model of the mixed layer ocean. The reader can refer to the paper by
Manabe and Stouffer (1980) for the detailed description of the model. Never-
theless, it is worthwhile to briefly describe here the hydrologic and other parts
of the model that are relevant to the discussions contained in this article.

In the atmospheric component of the model, the fluxes of solar and terres-
trial radiation are computed by incorporating the effects of carbon dioxide,
ozone, and water vapor. The mixing ratio of carbon dioxide is assumed to be
constant everywhere. Ozone is specified as a function of latitude, height, and
season. Cloud cover is prescribed to be zonally uniform and invariant with
respect to season. The distribution of water vapor is determined by a prog-
nostic scheme.
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FiG. I. Box diagram illustrating the structure of the atmosphere - mixed layer ocean model.
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Precipitation is predicted wherever supersaturation is indicated by the
continuity equation of water vapor. It is identified as snowfall when the air
temperature near the surface falls below the freezing point. Otherwise it is
identified as rainfall. The moist and dry convection are parameterized by the
convective adjustment scheme as formulated by Manabe et al. (1965).

The temperature of the continental surface is determined so that the
condition of local thermal equilibrium is satisfied among various surface
heat balance components. A change in snow depth is computed as a net
contribution from snowfall, sublimation, and snowmelt that is determined
from the requirement of surface heat balance. High surface albedo is pre-
scribed in snow-covered areas.

The budget of soil moisture is computed by the so-called bucket method.
For the sake of simplicity, the field capacity of soil is assumed to be uniform
everywhere and is 15 cm. Ifthe soil moisture value exceeds the field capacity,
runoffis predicted. A change of soil moisture is computed from the rates of
rainfall, evaporation, snowmelt, and runoff. The rate of evaporation from
the soil surface is determined as a function of soil moisture and the potential
evaporation rate (i.e., hypothetical evaporation rate from a completely wet
surface).

The oceanic component of the model is an idealized oceanic mixed layer,
i.e., a well-mixed, vertically isothermal layer of sea water. For the sake of
simplicity, it is assumed that the mixed layer has a uniform thickness of
68.5 m that is chosen to yield a realistic amplitude for the seasonal variation
of sea-surface temperature. The change of the mixed layer temperature is
computed from the budget of surface heat fluxes. The effects of horizontal
heat transport by ocean currents and that of heat exchange between the
mixed layer and the deeper layer of the ocean are neglected. In the presence
of sea ice, the mixed layer temperature is fixed at the freezing point of sea
water (i.e., —2°C) and the heat conduction through ice is balanced by the
latent heat of freezing (or melting) at the bottom of the ice layer. This process
together with the melting at the ice surface, sublimation, and snowfall deter-
mine the change in ice thickness. For the computation of net solar radiation
at the oceanic surface, the albedo is prescribed as a function of latitude. Over
the regions covered by sea ice, a higher value of albedo is used.

For the discussion in this article, the results from the two versions of the
model are presented. The first version was originally used by Manabe and
Stouffer (1980) and has a global computational domain with realistic geogra-
phy. The second version was originally used by Wetherald and Manabe
(1981) and has a limited computational domain with idealized geography as
illustrated in Fig. 2. These two versions will be referred to as the global and
sector models, respectively.

In the atmospheric component of the sector model, cyclic continuity is
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90°N

90°S
Fi1G. 2. Computational domain of the sector model.

assumed between the two meridional boundaries. Owing to the simplicity of
its geography, this indicates the CO,-induced climate change with a simple
and broad distribution. Therefore, the results from the sector model are
often very useful for the interpretation of the results from the global version
of the model with more complicated, realistic geography. By seeking the
common characteristics in the results from these two versions of the model,
it has been possible to distinguish the signal of the CO,-induced change from
the large temporal variability of the model hydrology. Because of these
reasons, the discussions in this article are conducted by comparing the results
from these two versions of the model. This is essentially what Manabe ef al.
(1981) did in their study of the CO,-induced hydrologic changes. Since the
publication of their paper, it has been noted, however, that some important
aspects of their results were not explained or discussed satisfactorily. This
article reviews their results together with other studies from the present
perspective.
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FI1G. 3. Geographical distribution of 3-monthly mean rate of precipitation (centimeters per day) obtained from the sector model for (a) winter and
(b) summer. The distributions of two hemispheres are averaged after shifting the phase of the seasonal variation of the Southern Hemisphere
precipitation by 6 months, In both (a) and (b), the continent occupies the left half of the domain ranging from 0° to 60° longitude. [From Manabe et
al. (1981).]
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Figure 3 illustrates the geographical distributions of precipitation rate as
simulated by the sector model for the winter and summer seasons. Despite its
idealized geography, the sector model successfully reproduces the broad-
scale features of the observed distribution of precipitation rate. For example,
one can identify in the winter distribution a portion of the oceanic tropical
rainbelt, a subtropical zone of minimum precipitation rate, and the middle-
latitude rainbelt centered at about 45° latitude. In addition, one may note a
meridional belt of relatively large precipitation rate along the east coast of
subtropical part of the idealized model continent.

Turning to the summer distribution, one notes a very extensive region of
intense precipitation that extends well into the continent from the western
part of the tropical ocean. As compared with the winter distribution, the
subtropical zone of minimum precipitation rate extends poleward accompa-
nied by a more northward position of the middle-latitude rainbelt. These
characteristics of the distribution of precipitation rate as simulated by the
sector model are qualitatively similar to those of the observed precipitation
rate.

One can refer to the paper by Manabe and Stouffer (1980) for the distribu-
tion of the precipitation rate from the global model with the realistic geogra-
phy. Although the model distribution contains some unrealistic features, it
nevertheless shares many common features with the observed distribution.
The similarity between the observed and computed distributions of precipi-
tation rate and other hydrologic variables is one of the important reasons
why these models have been used for the climate sensitivity studies discussed
in this article.

3. ANNUAL MEAN RESPONSE

As explained earlier, the CO,-induced changes in hydrology are identified
by comparing the two quasi-equilibrium states of a model with normal and
above-normal concentrations of atmospheric carbon dioxide. One of the
basic changes is the overall intensification of the hydrologic cycle. For exam-
ple, the area mean rates of both precipitation and evaporation in the global
model increase by as much as 7% in response to the quadrupling of atmo-
spheric CO,. Table I indicates the CO,-induced percentage increase of the
intensity of hydrologic cycle in various models including both the global and
sector models described in this article. It clearly shows that the intensifica-
tion of the hydrologic cycle occursin a wide variety of models tabulated here.

One of the important factors responsible for the intensification of the
hydrologic cycle is the change in surface radiation budget. An increase in
atmospheric CO, enhances the downward flux of atmospheric radiation
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TABLE I. PERCENTAGE INCREASE OF AREA-MEAN RATES OF
PRECIPITATION (OR EVAPORATION) RESULTING FROM DOUBLING (OR
QUADRUPLING) OF CO, CONCENTRATION IN A MODEL ATMOSPHERE?

Reference Doubling (%)  Quadrupling (%)
Idealized geography
Manabe and Wetherald (1975) 7
Manabe and Wetherald (1980) 7 12
Wetherald and Manabe (1981)¢ 13
Wetherald and Manabe (1981) 10
Realistic geography
Manabe and Stouffer (1979, 1980) 7
Hansen er al. (1984)° 6
Hansen et al. (1984) 4

2 From U.S. Academy of Sciences (1982).
b No seasonal variation of insolation.

reaching the Earth’s surface. In addition, the increase in the absolute humid-
ity in the troposphere accompanied by the CO,-induced warming also con-
tributes to the increase in the downward flux of atmospheric radiation. Thus,
a larger amount of radiative energy is received by the Earth’s surface to be
removed as turbulent fluxes of sensible and latent heat. This accounts for the
increase in the global mean rate of evaporation.

One can identify another important factor that is responsible for the
increase in the global mean evaporation rate. Following the Clausius-~
Clapeyron relationship, saturation vapor pressure increases almost expo-
nentially with linear increase of temperature. This usually implies that sur-
face-air difference in absolute humidity increases almost exponentially with
a linear increase in the surface temperature. Thus, when the surface tem-
perature is high, evaporation becomes a more effective means of ventilating
the Earth’s surface than the turbulent flux of sensible heat. Accordingly, a
larger fraction of radiative energy received by the Earth’s surface is removed
as latent heat rather than sensible heat. Therefore, the rate of evaporation
increases.

In order to balance the quasi-steady state of the model atmosphere, the
increase in the area mean rate of evaporation should be matched by a similar
increase of precipitation. This explains why the area mean rates of both
evaporation and precipitation increase in response to an increase of atmo-
spheric CO,. For further discussion of the physical mechanisms for the
intensification of the hydrologic cycle, see Manabe and Wetherald (1975)
and Wetherald and Manabe (1975).

The global intensification of the hydrologic cycle due to an increase in
atmospheric CO, is evident in Fig. 4, which illustrates the latitudinal distri-
butions of annually averaged, zonal-mean rates of precipitation and evapo-
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FiG. 4. Latitudinal distributions of annually averaged zonal mean rates of (a) precipitation
and (b) evaporation. The results from the 4 X CO, and 1 X CO, experiments with the global
model are indicated by dotted line and solid line, respectively. [From Manabe and Stouffer
(1980). Reproduced with permission from JGR, Journal of Geophysical Research 85(C-10),
5529-5554, copyright by the American Geophysical Union.]

ration from the global model with the normal (1 X CO,) and four times the
normal (4 X CO,) concentration of the atmospheric CO,. At high latitudes,
the CO,-induced increase in the precipitation rate is much larger than that of
the evaporation rate. This result implies that the poleward moisture trans-
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portinthe 4 X CO, atmosphere is larger than the corresponding transport in
the 1 X CO, atmosphere. The increase in the moisture content of air result-
ing from the CO,-induced warming of the model troposphere accounts for
the increase of the poleward moisture transport as discussed by Manabe and
Wetherald (1980).

The CO,-induced warming is particularly pronounced in the lower tropo-
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FiG. 5. Latitudinal distributions of the zonally averaged, annual-mean differences in (a) the
rates of runoff (centimeters per day) and (b) soil moisture (centimeters) between the 4 X CO,
and 1 X CO, experiment over the continents of the giobal model. The solid and dash-dotted
lines illustrate the results from the global and sector model, respectively. The zonal averaging is
done over the continents only.
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sphere in high latitudes. This implies the penetration of warm, moisture-rich
air into these latitudes, causing a large increase in precipitation rate. There-
fore, both runoff rate and soil moisture also increase markedly in the Arctic
and Subarctic regions of the global model. This is indicated in Fig. 5, which
shows the latitudinal distributions of annually averaged, zonal-mean differ-
ences in the rate of runoff, and soil moisture between the 4 X CO, and
1 X CO, experiments. It is estimated that the rate of runoff in the global
model, area-averaged over the continental regions poleward of 55°N, in-
creases by as much as 45% in response to the quadrupling of the atmospheric
CO, concentration. (The continental area chosen for this averaging includes
most of the basins of the Siberian and Canadian rivers that flow into the
Arctic Ocean.) Similar increases in both soil moisture and the rate of runoff
also occur in the high latitudes of the sector model, as illustrated by Fig. 5.

In his recent review article, Schlesinger (1983) compared the distributions
of the CO,-induced changes in precipitation rate obtained from a wide
variety of numerical experiments. With the exception of one experiment
conducted under the assumption of fixed sea-surface temperature (Gates et
al., 1981), all experiments, including those performed by the present au-
thors, indicate a relatively large increase in precipitation rate in high latitudes
[see Figures 24 and 28 of Schlesinger (1983)]. Qualitative agreement among
the results from these experiments suggests that this aspect of the CO,-in-
duced hydrologic change is particularly significant.

In Fig. 5, one also notes other CO,-induced changes in zonally averaged,
annual-mean soil moisture. For example, zonal-mean soil moisture reduces
slightly in the middle latitudes and the subtropics of both models. In the
tropics, zonal-mean soil moisture reduces for the global model, whereas it
increases for the sector model. The discrepancy between the global and
sector models in the tropics, suggests that the computed changes of soil
moisture are not meaningful in this region. This speculation is consistent
with the results of statistical significance tests that were conducted in Man-
abe et al. (1981).

4. SEASONAL RESPONSE

This section evaluates how the CO,-induced change in hydrology depends
on seasons based on the results from both the sector and global models.
Figures 6 and 7 contain the latitude-time distributions of the following
variables from these two models:

(1) The difference in zonally averaged soil moisture between the
4 X CO, and 1 X CO, experiments (i.e., A[W)).
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FiG. 6. The latitudinal and seasonal variation of (a) the difference of zonally averaged,
monthly mean soil moisture (centimeters) between the 4 X CO, and the 1 X CO, experiment,
(b) zonally averaged, monthly mean soil moisture from the 1 X CO, experiment, and (c)
percentage change of the zonal-mean soil moisture from the 1 X CO, to the 4 X CO, experi-
ment with the sector model. The zonal averaging is made over the continents. In (a) the areas
identified by the shading of slant lines indicates the regions in which the soil moisture difference

between the two experiments is statistically significant at or above 90% confidence level. [From
Manabe et al. (1981).]
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(2) The zonally averaged soil moisture from the 1 X CO, experiment
(e, [W].

(3) The fractional difference in zonally averaged soil moisture between
the two experiments (i.e., A[W]/[W)).

The distributions (2) and (3) are added to the figure for the assessment of
the relative magnitude of the CO,-induced change as compared with the
original value of soil moisture. To evaluate the statistical significance of the
results, the student ¢ test is conducted. The slant-shaded areas in Figs. 6a and
7a indicate the zones where the CO,-induced change of zonal-mean soil
moisture is statistically significant at or above the 90% confidence level.

Although the idealized geography of the sector model is quite different
from the realistic geography of the global model, one can identify several
common characteristics in the distribution of the CO,-induced change of soil
moisture obtained from these two models. For example, the difference in soil
moisture in high latitudes has a large positive value throughout most of the
year with the exception of the summer season. As discussed in the preceding
section, this CO,-induced increase of soil moisture results from penetration
of warm, moisture-rich air into the high latitudes of the model. One also
notes two zones of reduced soil wetness at the middle and high latitudes
during the summer season. In addition, a large fractional reduction of zon-
tal-mean soil moisture is indicated at about 25°N during winter. These
changes in soil moisture are statistically significant at or above the 90%
confidence level. It is therefore worthwhile to explore the physical mecha-
nisms responsible for these CO,-induced changes of soil moisture.

To determine the mechanisms responsible for the CO,-induced summer
dryness in the middle and high latitudes described in the preceding, Manabe
et al. (1981) made an extensive analysis of the seasonal variation of soil
moisture budget obtained from the model experiments. Their analysis re-
veals that, in high latitudes, the CO,-induced summer dryness results mainly
from the change in the timing of the snowmelt season when soil is usually
saturated with water. After the disappearance of snow cover, the rate of
evaporation becomes very large and the depletion of soil moisture becomes
very rapid because of marked reduction in surface albedo and increased
surface absorption of insolation. Since the snowmelt season in the 4 X CO,
experiment ends earlier than the corresponding season in the 1 X CO, ex-
periment, the warm season of rapid soil moisture depletion begins earlier,
resulting in less soil moisture in summer in the 4 X CO, experiment.

With the exception of the summer season, soil moisture in high latitudes
increases in response to the increase of CO, concentration in the atmo-
sphere. In the 4 X CO, experiment, a larger fraction of high-latitude precipi-
tation occurs as rainfall during the late fall and early winter because of higher
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FiG. 7. Same as Fig. 6, except that the results are obtained by use of the global model.
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FiG. 7. (continued)

surface-air temperatures. This is why the high latitude storage of soil mois-
ture in the 4 X CO, experiment is larger than that of the 1 X CO, experiment
during the late fall and remains at a high level throughout the winter when
snow cover prevents the evaporative reduction of soil moisture.

In the middle latitudes, the earlier timing of the spring maximum in
snowmelt also contributes to the summer dryness as it does in the high
latitudes. In addition, the CO,-induced poleward shift of the mid-latitude
rainbelt also helps induce the summer dryness. In the CO,-rich, warm cli-
mate, the mid-latitude rainbelt is located poleward of the corresponding
rainbelt in the normal CO, climate because of the penetration of moist and
warm air masses into higher latitudes. For example, this poleward shift is
evident in a later figure (Fig. 9a), which illustrates the latitudinal profile of
winter precipitation from the sector model. In the annual mean profile of
precipitation rate from the global model shown in Fig. 4a, the latitude of
maximum precipitation rate hardly changes in response to the CO,-increase.
The shift, however, manifests itself as an asymmetric increase in precipita-
tion rate relative to the latitude of maximum precipitation rate (i.e., the
CO,-induced increase in the zonal belt located poleward of the maximum is
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larger than the corresponding increase in the region located equatorward of
the maximum). Figure 8 schematically illustrates the impact of this poleward
shift on soil wetness. This figure indicates that, at the latitude identified by
the thin zonal line, the spring transit of the mid-latitude rainbelt in the
4 X CO, experiment occurs earlier than the corresponding transit in the
1 X CO, experiment. Accordingly, the spring to summer reduction in pre-
cipitation rate occurs earlier. Since the soil in most regions of the middle
latitudes is often saturated with water in spring for both experiments, this
implies that the soil is dryer during summer in the 4 X CO, as compared with
the 1 X CO, experiment.

One can identify another factor that contributes to the summer dryness in
the middle latitudes. In the 4 X CO, experiment, the summer period of weak
storminess begins earlier and ends later than the corresponding period in the
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FI1G. 8. Schematic diagram illustrating the change in soil wetness that results from the pole-

ward shift of the middle-latitude rainbelt. Solid and dashed lines indicate the positions of the

middle-latitude rainbelt in the 1 X CO, and 4 X CO, experiment, respectively. Stippled and

cross-hatched areas indicate the areas of reduced and increased soil moisture, respectively. In

addition to the poleward shift of the latitudinal profile of precipitation rate in the middle

latitudes, other changes occur in the distribution of both precipitation and evaporation. The

influences of these CO,-induced changes on soil wetness are not taken into consideration in this
schematic diagram.
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standard experiment. It is expected that this feature helps reduce soil mois-
ture during the summer season (Manabe ef al., 1981).

The possibility of summer reduction of soil moisture in the middle lati-
tudes is also suggested by Mitchell (1983) on the basis of the results from
some of his numerical experiments. However, the recent results by Washing-
ton and Meehl (1984) fail to indicate a similar CO,-induced change of soil
moisture. A comparative analysis of these results is required in order to
determine the cause of the discrepancy.

By reversing the discussion of the relationship between the poleward shift
of the middle-latitude rainbelt and the CO,-induced summer dryness, one
can identify the mechanism for the CO,-induced winter wetness in the
middle latitudes that is evident in Figs. 6 and 7. This is illustrated in the
schematic diagram of Fig. 8 in which the regions of increased wetness are
indicated by slanted shade. For the more rigorous discussion of the CO,-in-
duced change of soil moisture, refer to the study by Manabe ef al. (1981) in
which both the annual and seasonal components of soil moisture budget are
examined.

Another important consequence of the CO,-induced shift of the mid-lati-
tude rainbelt is the enhanced dryness in the subtropics during winter. This
enhanced winter drynessis indicated at about 35° latitude in Fig. 6 (from the
sector model) and around 25°N in Fig. 7 (from the global model). It is also
illustrated schematically in Fig. 8.

In order to evaluate the mechanism for this CO,-induced winter dryness,
Fig. 9 is constructed. This figure compares the latitudinal distributions of the
rates of precipitation P, evaporation E, and P — E during the December -
January-February period obtained from both the 4 X CO, and 1 X CO,
experiments conducted by the use of the sector model. According to this
figure, the poleward shift of the mid-latitude rainbelt reduces P — E and
runoff equatorward of the latitude of maximum precipitation rate. In winter
when the mid-latitude rainbelt is located at its lowest latitude, this P — E
reduction occurs in the subtropical latitudes and contributes to the winter
dryness of soil, as illustrated in Fig. 8.

The winter dryness in the subtropics is evident in the results of Manabe et
al. (1981) and was briefly noted in the review paper by Manabe (1983).
However, this is the first article in which the physical mechanism responsible
for this phenomenon is extensively discussed. A poleward shift of the mid-
dle-latitude rainbelt was also found to be responsible for a zonal belt of
increased soil dryness in the middle latitudes of a model with the annual-
mean insolation [see Figs. 13 and 14 in the paper by Manabe and Wetherald
(1980)].

In order to appreciate the practical implication of the CO,-induced change
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F16. 9. Latitudinal distributions of the zonal-mean rates of (a) precipitation, (b) evaporation,

and (c) precipitation minus evaporation in the continents of the sector model averaged over the

three winter months. The zonal averaging is made over the continents. Solid and dashed lines

indicate results from the 1 X CO, and 4 X CO, experiment, respectively.

of soil moisture described in this section and assess its detectability, one can
compare this change with the natural variability of soil moisture by comput-
ing the signal-to-noise ratio S/N, defined by

S/N=AJ W]/U[W]
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where A [ W] and oy are the CO,-induced change and the standard devia-
tion of zonally averaged soil moisture, respectively.

Manabe and Stouffer (Manabe, 1983) computed the latitudinal and sea-
sonal variation of the signal-to-noise ratio for the CO,-induced change of
zonally averaged soil moisture obtained from the global model. Their results
are illustrated in Fig. 10. As expected, the features with relatively high statis-
tical significance also have a high signal-to-noise ratio. These features in-
clude the enhanced summer dryness in the middle and high latitudes of the
Northern Hemisphere, the enhanced winter dryness around 25°N, and the
increased wetness around 60°N during the fall - winter - spring period. The
signal-to-noise ratios for these CO,-induced changes are about two, implying
that their magnitude is comparable with the amplitude of natural variability
of zonal-mean soil moisture. These ratios may be compared with the signal-
to-noise ratio for the CO,-induced change in zonally averaged surface-air
temperature, which ranges from 5 to 20 [see Manabe (1983)]. This result

90N

60 1

30 1

30

60

A M J J A S 0 N D J

Fi1G. 10. The latitude-time distribution of the signal-to-noise ratio for the change of zonally
averaged, monthly mean soil moisture over continents of the global model in response to the
quadrupling of atmospheric CO, concentrations. [From Manabe (1983).]
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suggests that it is much harder to detect the CO,-induced change of soil
moisture than that of surface-air temperature.

So far, only the CO,-induced changes in zonally averaged distribution of
hydrological variables have been discussed. However, it is of particular inter-
est to examine the geographical distributions of the CO,-induced changes.
Unfortunately, the geographical distribution of CO,-induced hydrologic
changes is obscured by the noise due to the natural variability of model
hydrology. Therefore, it is often very difficult to distinguish these two from
one another. Under these circumstances, the results from the sector model
with simple geography are discussed first, followed by the evaluation of the
results from the global model with realistic geography.

Figure 11 illustrates the geographical distributions of the CO,-induced
change in soil moisture obtained from the sector model for two seasons of a
year. In addition, the geographical distribution of the annual-mean soil
moisture itself is added to the same figure for reference. During the winter
season, soil moisture reduces along the northern periphery of a subtropical
desert (compare Fig. 11c with Fig. 11a). As discussed earlier, the poleward
shift of the mid-latitude rainbelt is responsible for this CO,-induced dryness
in the subtropics. In a steppe region located at the poleward periphery of a
subtropical desert, significant precipitation occurs only during winter, i.e.,
the period when the mid-latitude rainbelt is located at its lowest latitude. It is
expected that this winter precipitation reduces in response to the CO,-in-
duced poleward shift of the mid-latitude rainbelt. Therefore, soil moisture
reduces substantially during winter in the arid steppe located in the poleward
periphery of the subtropical desert.

Figure 11c alsoindicates that, during winter, soil moisture increases signif-
icantly in high latitudes. As discussed already, this partly results from the
increase in the fraction of precipitation that occurs as rainfall during the late
fall and early winter. Furthermore, precipitation itself increases markedly in
high latitudes in response to the increase of atmospheric carbon dioxide
because of the penetration of moisture-rich air into the polar regions.

In the summer season, one can identify in Fig. 1 1bthe two belts of reduced
soil moisture in the middle and high latitudes. The mechanisms responsible
for causing these double belts of reduced dryness were already discussed. The
mid-latitude dryness extends the subtropical region of low soil moisture into
higher latitudes in summer. This statement may be confirmed by referring to
Fig. 6, which illustrates the zonally averaged soil moisture and its CO,-in-
duced change.

The results from the global model are illustrated in Fig. 12. As was the case
in Fig. 11, the distribution of annual-mean soil moisture is added to the top
portion of the figure for reference. This figure indicates that the global model
successfully reproduces the region of low soil moisture in the Sahara, Gobi,
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and Kalahari Deserts. However, it appears that soil moisture in Australia
and the southwestern part of the United States is overestimated.

In Fig. 12c¢, which illustrates the geographical distribution of the CO,-in-
duced change of soil moisture during the period of December~January -
February, one notes an extensive belt of reduced soil moisture along the
northern periphery of the Sahara Desert. This is in qualitative agreement
with the results from the sector model described earlier. However, Figs. 12b
and 12c indicate that soil moisture does not necessarily reduce in other
subtropical deserts with a smaller scale such as those in the Southern hemi-
sphere. As discussed next, these small-scale changes of soil moisture are not
statistically significant.

In high latitudes of the global model, i.e., over Siberia and Canada, one can
identify extensive regions of increased soil wetness during winter (Fig. 12¢)in
qualitative agreement with the results from the sector model. Another fea-
ture of interest in Fig. 12b is the summer reduction of soil moisture in the
middle and high latitudes over the North American and Eurasian conti-
nents. It is encouraging that this feature of the soil moisture reduction in the
global model also resembles the CO,-induced summer dryness pattern in the
sector model described earlier. However, it is desirable to confirm that the
mechanism for inducing the summer dryness of the zonally averaged soil
moisture also causes the regional summer dryness over both the North
American and Eurasian continents.

In the geographical distribution of the CO,-induced change of soil mois-
ture illustrated in Figs. 12b and 12c¢, one notes many small-scale changes of
soil moisture in the tropics and the Southern Hemisphere. However, one
should not take these changes too literally in view of (1) the low statistical
significance of these details and (2) the failure of the climate model to
simulate some of the small-scale changes in the observed geographical distri-
butions of hydrologic variables. Further improvement of the climate model
is required before one can determine with confidence the small-scale features
of the CO,-induced hydrologic change and investigate how it is related to the
zonally averaged change discussed earlier. In addition, it is desirable to
extend the period of numerical time integration of a model in a climate
sensitivity experiment in order to obtain a result with higher statistical signif-
icance.

Fi6. 12. Global model distributions of (a) annual-mean soil moisture (centimeters) from the
1 X CO, experiment, (b) the soil moisture difference (centimeters) between the 4 X CO, and
1 X CO, experiment averaged over the three summer months, and (c) corresponding difference
averaged over the three winter months.
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5. CONCLUDING REMARKS

Based on the results from a series of numerical experiments with climate
models, it has been suggested that an increase in atmospheric CO, not only
alters the atmospheric temperature but also has a profound influence on the
global hydrology. The hydrologic changes include (1) an increase in the
global-mean rates of both precipitation and evaporation, (2) a particularly
large increase in annual-mean rate of runoff in high latitudes, (3) earlier
arrival of the snowmelt season, (4) enhanced summer dryness in middle and
high latitudes, (5) increased soil moisture in middle and high latitudes during
the colder half of the year, and (6) a winter reduction of soil moisture in the
poleward periphery of a subtropical desert. The physical mechanisms that
cause these hydrologic changes in climate models are discussed.

In the mathematical models of climate that were used in the studies
discussed in this article, the distribution of cloud cover is prescribed. If cloud
cover is allowed to change, the CO,-induced hydrologic changes could have
been different from those identified here. Nevertheless, it is encouraging that
the preliminary results from a GFDL model with predicted cloud cover
include the hydrologic changes that are qualitatively similar to these
changes. However, a prognostic scheme of cloud cover is at an early stage of
development. The difficulty in developing a reliable parameterization of the
cloud-radiation feedback process is one of major sources of uncertainty in
the current assessment of climate sensitivity. This is why the World Climate
Research Program places an increasing emphasis on the improvement of
such a parameterization as manifested in the International Satellite Cloud
Climatology Project.

Most of the hydrologic changes discussed here are either globally averaged
or zonally averaged changes. Unfortunately, it has been very difficult to
determine the detailed geographical distribution of the CO,-induced hydro-
logic changes for the following reasons. First, the hydrologic states as simu-
lated by a model undergo large temporal fluctuations, particularly in arid
regions. Therefore, it is necessary to conduct the numerical time integration
of the model with normal and high CO, concentrations over a very long
period of time in order to distinguish the signals of CO,-induced changes
from the noise of natural hydrologic variability. This requires a very large
amount of computer time. The second reason stems from the fact that the
current simulations of the geographical distributions of hydrologic variables
are far from satisfactory. The geographical details of the CO,-induced cli-
mate change obtained from numerical experiments should be regarded with
caution until a further improvement is achieved in the simulation of the
observed climate.
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One should also note that the atmosphere-mixed layer ocean models
discussed in this article do not include oceanic heat transport. The study of
Spelman and Manabe (1984) clearly indicates profound effects of oceanic
heat transport on climate and hydrology. For the successful simulation of the
geographical distribution of climate, it is therefore necessary to use a coupled
ocean-atmosphere model in which the effect of oceanic heat transport is
taken into consideration. Unfortunately, the currently available coupled
models cannot simulate satisfactorily the global distribution of water mass
and accordingly the heat exchange between the atmosphere and oceans. At
the Geophysical Fluid Dynamics Laboratory of the National Oceanic and
Atmospheric Administration (NOAA), continuous effort has been made for
the improvement and validation of the ocean circulation model. For exam-
ple, Sarmiento and Bryan (1982) and Sarmiento (1983) attempted to simu-
late the temporal and spatial variation of tritium released from nuclear
weapon tests. The transient tracer experiment, which monitors various trace
materials (including tritium) in the world oceans, will continue to provide
ideal data for the validation of an ocean model. In addition, a plan is being
developed for an ambitious observational program of the world oceans, i.c.,
the World Ocean Circulation Experiment. It is expected that the program
will yield valuable data for model verification.

In this article, the CO,-induced change of climate is investigated by com-
paring two climates of a model with the normal and above-normal concen-
tration of carbon dioxide. In other words, the present article evaluates the
total equilibrium response of a model climate to a CO, forcing exerted over
an infinite length of time. The present authors believe that the physical
processes that control this equilibrium response of hydrology also control
the transient response of hydrology to a future increase in the atmospheric
carbon dioxide. However, it is likely that the geographical details of the
equilibrium and the transient response may be quantitatively different from
each other because of spatial variation of the effective thermal inertia of the
atmosphere-continent —ocean system (Schneider and Thompson, 1981).In
order to investigate this issue, it is again necessary to use a coupled ocean—
atmosphere model in which the thermal inertia of a full ocean is properly
taken into consideration. Although a preliminary study of this kind hasbeen
conducted by Bryan ez al. (1982) and Spelman and Manabe (1984), it has not
investigated the hydrologic aspect of the transient response.

Fortunately, the recent advancement of computer technology has made it
possible for the first time to perform a time integration of a coupled ocean—
atmosphere model over a sufficiently long period of time. Furthermore,
various global observational programs of oceans and atmosphere, which are
currently planned by international oceanographic and climate research
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communities, can yield valuable data for the improvement of a coupled
model. Therefore, it is expected that vigorous studies of transient and equi-
librium response of climate will begin by use of a model in which a general
circulation model of oceans is coupled with that of the atmosphere.
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1. INTRODUCTION

The Earth’s climate has always been changing and will no doubt continue
to change. Climate has a past and a future. The future climate is unknown,
although increasing attention is being given to its prediction. Until fairly
recently, climates of the past, if not unknown, have at best been perceived in
only general and qualitative terms. This situation is now changing. New
observational techniques, accurate radiometric dating methods, and com-
prehensive sampling strategies have evolved. As a result, detailed knowledge
of the early evolution of atmosphere and ocean, of shifts of continents, and of
the wax and wane of ice sheets, forests, lakes, and deserts has increased
dramatically. This knowledge has in turn stimulated the development of
both qualitative and quantitative models of paleoclimates.

This paper will focus on studies of the climate of the past that have used
quantitative mathematical/physical models of climate —especially the gen-
eral circulation models that Professor Smagorinsky has done so much to
develop over the past several decades.

Section 2 presents selected examples of observational and modeling stud-
ies of the eighteenth, nineteenth, and early twentieth centuries. These exam-
ples provide a perspective for viewing the current work. Section 3 reviews
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some of the new observations of paleoclimates that have stimulated the
formulation of new models, as well as the application of existing models. The
main focus of Section 4 is on modeling studies. Summary comments and a
brief survey of future prospects are in Section 5.

2. SETTING THE STAGE
2.1. Eighteenth and Nineteenth Centuries

Sir Edmund Halley is well known to many meteorologists for his early
ideas on the atmosphere’s general circulation and for his role in encouraging
and financing Sir Isaac Newton’s publication of the Principia. In addition to
his work on the atmosphere’s general circulation, Halley studied other
aspects of the Earth’s climate in a quantitative manner —such as the latitu-
dinal and seasonal distribution of solar radiation and the salt budget of the
ocean. His studies did not constitute climate models in the sense of incorpo-
rating all climate-related processes. Rather, he examined components of
climate, or components of the “climate system” to use a modern term.

Halley began a paper of 1693 by referring to previous discussion concern-
ing ‘‘that part of heat of weather” that is “simply produced by the action of
the sun.” Halley then proceeded to clarify the role of solar radiation in
producing the latitudinal differences of temperature between the equator
and the poles. He estimated from trigonometric considerations the latitu-
dinal profile of diurnal-average insolation for summer and winter solstices
and for the equinox. These calculations, which took into account both sun
angle and length of day, were summarized in tables. He concluded:

From the Table and these corollaries may a general idea be conceived of
the sum of all actions of the sun in the whole year, and that part of heat
that arises simply from the preference of the sun be brought to a geomet-
rical certainty.

Halley’s consideration of hydrological and chemical budgets (Halley,
1715)anticipated the multidisciplinary problems that are associated with the
study of climate and climatic history. He proposed that estimates of the
saltiness of the oceans and of the rate of change of saltiness might provide an
estimate for the age of the Earth—an age that some had reckoned to be as
little as 6000 years. Because precipitation, evaporation, runoff, and weather-
ing are all involved in the salt budget, it is closely related to the climate.
Offering both a lament concerning the lack of observations and a plan for an
experiment, he stated,

. it were to be wished that the ancient Greek and Latin Authors had
delivered down to us the degree of Saltiness of the Sea, as it was about
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2000 years ago: for then it cannot be doubted but that the Difference
between what is now found and what then was, would become very
sensible. I recommend it therefore to the Society, [i.e., the Royal Society
of London] as opportunity shall offer, to procure the Experiments to be
made of the present degree of saltiness of the Ocean. .

Moving ahead an entire century, the work ofthe famous scholar and world
traveler Alexander von Humboldt provided a global perspective on the
Earth’s climate. He plotted temperature observations from selected observ-
ing stations on a global chart and then drew lines of equal temperature based
on the station data (von Humboldt, 1817). From the resulting map of iso-
therms, von Humboldt was able to illustrate the fundamental importance of
land - sea distribution for explaining large-scale climatic patterns.

Whereas Halley’s and von Humboldt’s early studies of the Earth’s climate
were based on reasoning that appears modern to us, in fact most eighteenth-
and early-nineteenth-century geologists relied on catastrophic events to ex-
plain climates of the past, rather than the application of physical principles
derived from their observations. Even so, changes were under way. As noted
by Princeton historian of science, Charles Gillispie (1960, p. 299), “By laying
hold on fossils, geology had come into control of its materials by the 1830s.”
The case for the physical uniformity of nature was made skilifully by Sir
Charles Lyell in his famous book “Principles of Geology,” first edition
published in 1830, a book that Gillispie describes as “perhaps the most
famous and certainly the most influential book in the history of the science.”

In this book, Lyell laid a framework for a rational approach to the study of
past climates. Quoting from the first American edition of 1837 (p. 113),

But if, instead of forming vague conjecture as to what might have been
the state of the planet at the era of its creation, we fix our thoughts on the
connexion at present existing between climate and the distribution of
land and sea; and then consider what influence former fluctuations in
the physical geography of the earth must have had on theory. If doubts
and obscurities still remain, they should be ascribed to our limited
acquaintance with the laws of Nature, not to revolutions in her econ-
omy; —they should stimulate us to further research, not tempt us to
indulge our fancies in framing imaginary systems for the government of
infant worlds.

Thus, Lyell stressed the thermal properties and geographic distribution of
land and ocean as the source of explanation for the varied climates of both
the present and the past. He also mentioned the dynamical processes that
influence climate, including the vast currents of both the atmosphere and the
ocean that exchange heat between the equator and the poles. Lyell summa-
rized evidence for former climates, particularly the warmer climates as de-
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FiG. 1. Maps showing the position of land and sea which might produce the extremes of heat and cold in the Climates of the Globe. Observations:
These maps are intended to show that Continents and Islands having the same shape and relative dimensions as those now existing might be placed so
as to occupy either the equatorial or polar regions. In (a), scarcely any of the land extends from the Equator towards the Poles beyond the 30th parallel
of Latitude; and in (b), a very small proportion of it extends from the Poles towards the Equator beyond the 40th parallel of Latitude. [Caption and
figure from Lyell (1837)).
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duced from the fossil plants of the carboniferous strata, and postulated
distributions of land and sea that might produce extremes of heat and cold in
global climates (Fig. 1). Lyell referred briefly to ideas of Herschel and Hum-
boldt on the possible importance of astronomical factors, such as eccentric-
ity of the Earth’s orbit and precession of the equinoxes, as a cause of climatic
change.

After the middle of the century, William Thomson, later Lord Kelvin,
applied Fourier’s mathematical theory of heat conduction to the problem of
the long-period thermal history of the Earth (Thomson, 1862). His purpose
was to estimate the age of the Earth, but in the process he described the
long-term cooling of the Earth from an assumed molten state to its present
temperature. Thomson estimated that the age of the Earth was between 20
million and 400 million years, depending on assumptions. Today, even the
longer of the two age estimates is known to be too short by an order of
magnitude; the 20 million year age, which Thomson came to favor as he
refined his calculations, was thought to be far too short by many geologists,
and it especially troubled Darwin and his followers, who required a long time
for the operation of evolution by natural selection. By the turn of the cen-
tury, it was recognized that Thomson’s results were wrong because his as-
sumptions were wrong (Ekholm, 1901). Nevertheless, by using a quantita-
tive model of heat conduction to study the geologic history of the planet,
Thomson was setting an example for the application of the laws of physics to
the study of geologic and climatic history.

At about the same time as Thomson’s work, James Croll (1864) reported
his initial investigations of the causes of climatic change. Croll mentioned
briefly the work of Thomson on early Earth history and also the ideas of Lyell
on shifting continents and described in detail his own ideas on the role of
changes in Earth’s orbital parameters (obliquity, precession, eccentricity) in
producing glacial epochs. Croll’s ideas stemmed both from the geologic
evidence of large-scale glaciations, which became recognized and accepted
only gradually between 1840 and 1870, and from the work of math-
ematician - astronomers, such as Laplace and Leverrier, who developed the
equations for orbital variations. For his pioneering work, Croll is often
mentioned with Milankovitch (Section 2.2) as cofounder of the orbital
theory of ice ages [see Imbrie and Imbrie (1979)].

2.2. Early Twentieth Century
The quantitative treatment of climate and climatic change advanced sig-

nificantly in the late 1800s. Ferrell (1884) and Zenker (1888), among others,
refined the relationship between the latitudinal distribution of solar radia-
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tion and surface temperature. Of course, this work remained partly empiri-
cal until the radiation laws governing the exact dependence between temper-
ature and radiation were formulated (the results of Stefan and Boltzmann
date from 1879 and 1884, respectively). By the turn of the century, quantita-
tive concepts of global energy budgets were developing (von Bezold, 1892).
Concepts of the climatic response to hypothetical changes of external condi-
tions also emerged; as part of their study of solar variability as a possible
cause of climatic change, Abbot and Fowle (1908) formulated a quantitative
expression for the change of global temperature as a function of the change of
solar radiation.

Milankovitch, in work begun in 1911 and published in 1920, developed a
mathematical model of the zonal-average climate. Milankovitch’s model
was based on the laws of radiation, both solar and terrestrial, and was appli-
cable for a “calm atmosphere.” While mathematical models had been used
previously to describe components of the climate (for example, the distribu-
tion of solar radiation), Milankovitch used, more fully than his predecessors,
the explanatory power of the laws of physics for the study of climate. In that
sense, he “invented” the climate model as a tool for the study of present and
past climate. Using a modern term, Milankovitch’s model was an energy
balance model of the same form as those developed in the 1960s by Budyko
and Sellers, but with the restrictive assumption of local radiative equilib-
rium, i.e., no latitudinal redistribution of heat. Because of the simplifying
assumption that there was no latitudinal heat exchange, Milankovitch’s
climate model predicted annual-average equatorial temperatures that were
too high and polar temperatures that were too low (Fig. 2). Nevertheless,
with this powerful new tool, he began to explore quantitatively the climatic
implications of shifting continents and changing Earth orbits.

2.3. Development of General Circulation Models

Only in recent years have numerical and theoretical capabilities made it
possible to investigate paleoclimates both efficiently and quantitatively
while including the atmospheric (and oceanic) transports that Milankovitch
had found necessary to ignore. Smagorinsky (1983), writing about the begin-
ning of numerical weather prediction and general circulation modeling,
noted that a new era opened with the work of Phillips, who completed the
first general circulation experiment in 1955. Smagorinsky recalls that von
Neumann recognized the great significance of Phillips’s paper and called for
a conference on the application of numerical integration technologies to the
problem of the general circulation. Von Neumann’s opening remarks at the
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Milankovitch (1920).]

1955 conference included the following reference to the modeling of climate
(von Neumann, 1960, p. 11. Reprinted with permission from von Neu-
mann, Copyright 1960, Pergamon Press):

. it seems quite clear that the problem of forecasting long-term
fluctuations of the general circulation will involve a great deal of mathe-
matical analysis and a great deal of calculation. It will not be possible to
arrive at the answers by dialectic methods. To illustrate this point fur-
ther, I should like to make a very commonplace observation:

Ten thousand years ago extensive glaciation took place over the
world. The average temperature of the atmosphere at that time was a
little less than 10°C lower than it is now. One popular explanation of
this situation is that the radiative intensity of the sun was different from
what it is now. It is true that this is not the only possibility, but practi-
cally everyone who considers the problem thinks first of this possibility.
The one important question that no one has been able to answer so far
by dialectic methods is whether the ice age was due to the fact that the
sun became hotter, or that the sun became cooler! One can argue either
view for some time, but the refutation of neither has thus far been
possible. Now, if such simple questions of science cannot be decided by
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verbal methods, then it is fairly clear that one has to view the general
circulation as a difficuit hydrodynamical problem, and that qualitative
arguments, which might be useful in the preliminary stages where cal-
culations often go astray, will obviously not be adequate to provide even
simple qualitative answers.

Although von Neumann’s specific remarks on the time and possible cause
of the last glaciation are wrong in detail, his fundamental points about the
complexity of the climate system and the necessity for quantitative analysis
remain central to the study of climatic change.

The focal point of the 1955 conference was numerical weather prediction,
but various papers and the summarized discussion dealt frequently with
topics of climate. At the conference, Smagorinsky (1960) reviewed work,
including his own, on the role of topography and land - ocean heating con-
trasts for explaining the observed quasi-stationary wave patterns of the mid-
dle latitudes — wave patterns that in turn help to shape the surface climate of
the present or of the past.

The development of general circulation and climate models offered the
promise of quantitative and comprehensive treatment of climate, both
present and past. That a new era had begun was underscored a few yearslater
by J. Murray Mitchell, Jr., who prepared a comprehensive statement on
theoretical paleoclimatology for the International Union of Quaternary Re-
search (INQUA) meeting in Boulder, Colorado (Mitchell, 1965). He stated
that[p. 899 (in H. W. Wright, Jr., and David G. Frey (eds.), *“The Quaternary
of the United States.” Copyright © 1965 by Princeton University Press)]:

Speculation and hypothesis, over which this discussion has freely
ranged in places, will—in due course —be upheld or be discarded ac-
cording as it is revealed as substance or shadow by our ever-increasing
depth of insight into atmospheric (and oceanic) behavior., Already,
today, the atmospheric scientist is finding it possible to construct re-
markably realistic mathematical models of the atmosphere (¢.g., Sma-
gorinsky, 1963), by which he can explore the nature and extent of
various subtle forms of dynamical unrest that underlie the perpetual
evolution of climate and circulation from one pattern to another. In-
deed, he is now standing at the threshold of a new era in which, for the
first time, he will be able to derive quantitative evaluations of a number
of hypotheses of climatic change by means of suitable controlled experi-
ments with these mathematical stand-ins for the real atmosphere.

The 1963 paper of Smagorinsky, referenced by Mitchell, described the first
comprehensive general circulation experiments with a model that was based
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on the complete equations of motion, i.e., a dynamical model that was much
like those in use today.

3. OBSERVATIONS OF PALEOCLIMATES

A combination of greatly expanded observations (in both space and time)
and theoretical deductions based on these observations is leading to a rapid
increase of knowledge about the geologic record of climate. Two excellent
multiauthored reviews covering aspects of observations and models are
available: National Research Council (NRC) Panel on Climatic Variation
(1975) and NRC Panel on Pre-Pleistocene Climates (1982). In addition,
review articles by Crowley (1983) and Lloyd (1983) provide comprehensive
and up-to-date information on the geologic record of climate. This section
highlights a few examples of recent discoveries about paleoclimates that lead
rather directly to potential modeling applications. For brevity, the list of
examples omits references to publications [for references, see Crowley
(1983) and Lloyd (1983)].

3.1. Precambrian (4.7 to 0.6 billion years ago)

(1) The solar constant may have increased 20-30% over the past 4.7
billion years. The reduced solar luminosity of Precambrian time is posing
new questions for explaining the generally ice-free nature of earliest climates.

(2) During the early evolution of the atmosphere, an enhanced “green-
house effect” may have compensated for the reduced solar intensity.

(3) The rotation rate of the Earth may have been considerably faster in
early Precambrian time —with attendant changes in the Hadley and mid-
dle-latitude circulation regimes.

3.2. Paleozoic (600 to 225 million years ago)

(1) It has become possible to chart the movement of the continental
blocks of Gondwana and Laurasia, and their consolidation into one “super-
continent,” Pangaea, near the end of the Paleozoic. With the land-ocean
distribution being specified, it is possible to begin to describe the climate of
this era.

(2) By the middle of this era, as atmospheric oxygen concentration rose,
ozone levels may have become sufficiently high to shield most of the UV
radiation from the Earth’s surface. Vegetation began to develop and flourish
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on the continents, causing changes of surface properties (albedo, soil mois-
ture, etc.).

3.3. Mesozoic (275 million to 65 million years ago)

(1) Duringthisera, the general size, shape, and location of the continents
is reasonably well known, as is the timing of the breakup of Pangaea, the
opening of the North Atlantic Ocean basin, and the movement of the conti-
nents toward their present locations.

(2) Sea-floor spreading was accompanied by thermal expansion of sea-
floor ridges, producing high sea levels; shallow seas covered perhaps 20% of
today’s land surface.

(3) Detailed analyses of land and ocean sediment records have provided
quantitative estimates of climate. For example, in the late Cretaceous (about
100 million years ago) the equator-to-pole temperature gradient may have
been only half of what it is today, and global-average temperature may have
been 5-15 K higher.

(4) Oceanic bottom water temperature may have been 15°Crather than
5°C (present). If the source of this warm bottom water was high-salinity
water of the Tethys Sea, then the deep-water circulation was vastly different
from what it is today.

(5) Some sedimentary records show cyclic features that suggest climatic
changes at the periods of orbital cycles—about 100,000, 40,000, and 20,000
years.

(6) At the end of the Cretaceous, widespread faunal extinctions oc-
curred; these extinctions were perhaps the result of an asteroid impact that
may have filled the Earth’s atmosphere with dust and caused land surface
temperature to plummet below freezing.

3.4. Tertiary (65 million to about 3-2 million years ago)

(1) Paleogeographic information and estimates of both ocean-surface
and ocean-bottom temperatures are relatively detailed. Questions concern
the time of development of the Antarctic ice sheet (as early as 40 or as late as
15 million years ago) and the timing of that event relative to when Antarctica
became a polar continent. The formation of the Antarctic ice sheet marked
the beginning of the climatic “ice age” that has continued to the present.

(2) Major uplift of the Rockies, the Alps, and the Himalayas occurred
during this period, providing opportunities for the study of the influence of
orography on climate.
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3.5. Quaternary (the past 3-2 million years)

(1) The onset of Northern Hemisphere continental glaciations, starting
in Greenland, was around 3 million years ago. Causes for the timing of the
initiation of glaciation are uncertain. Perhaps some threshold was crossed in
connection with a general climatic trend, or perhaps some specific event
triggered the onset. For example, the isthmus of Panama may have devel-
oped at about this time, and this land barrier may have changed the ocean
circulation.

(2) The CLIMAP and SPECMAP projects have obtained high-resolu-
tion and accurately dated oxygen-isotope chronologies from ocean sediment
cores; these chronologies have served as indices of the fluctuating volume of
ice on the continents— the glacials and interglacials. The importance of
having accurately dated chronologies for testing ideas on climatic mecha-
nisms cannot be overemphasized. Time series analysis of the isotope chro-
nologies has shown concentrations of variance at the same periods as the
orbital variations: eccentricity, about 100,000 years; obliquity, about 40,000
years; and precession of the equinox, about 20,000 years. Phase locking
between the orbital variations and the isotope variations is further strong
evidence that orbital changes are “pacemakers” of the glacial -~interglacial
fluctuations of the Quaternary.

(3) Ice cores from both Greenland and Antarctica and ocean sediment
cores contain evidence of striking changes in concentration of atmospheric
carbon dioxide over the past 150,000 years—low CO, levels at the last
glacial maximum (around 200 ppm compared to the modern value of
around 330 ppm) and high levels during the previous interglacial at about
125,000 yr B.P. This evidence, along with chronologies of orbital parame-
ters, ice volume, and ocean temperatures, permits modeling of possible
couplings between these components of the climate system.

(4) The last glacial maximum (i.e., a maximum in the volume of land
ice) occurred about 18,000 years ago. Because this event represents a climatic
extreme and because it occurred so recently (geologically speaking) that its
traces are easily recognized, it has become a focal point for detailed study of
climatic patterns and processes. The location, height, and possible flow
dynamics of the most recent continental ice sheets and ice shelves have been
studied in detail, and ideas for dynamics of deglaciation are being tested.
From planktonic and pollen records in ocean and lake sediments, the CLI-
MAP project has estimated the ocean temperature, sea-ice extent, and land
albedo for 18,000 yr B.P. for a 2° by 2° latitude - longitude grid. This infor-
mation served as boundary conditions for a series of experiments with gen-
eral circulation models for full glacial climates (Section 4).

(5) The COHMAP project is estimating ocean temperature and land
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conditions for 3000-year intervals from glacial maximum (18,000 yr B.P.)to
present—encompassing the period of deglaciation and a major climatic
change in the tropics exemplified by stronger monsoons and increased rain-
fall between 12,000 and 5000 years ago (Section 4).

(6) Pollen data record the human-induced deforestation of much of
Europe over the past 5000 years and of east-central North America over the
past 300 years. The potential climatic effects of these changes are yet to be
studied.

(7) Historical and instrumental records, tree-ring records, and records
from annually layered ice cores, or lake or ocean sediment cores (some of
which are annually laminated), provide detailed chronologies of recent cli-
matic fluctuations on time scales of years to centuries. Records of solar
activity and volcanic eruptions are also being developed and refined. There is
strong evidence that volcanic activity produces climatic changes at these
time scales.

4. MODELING OF PALEOCLIMATES

The problems of climate and paleoclimates have been studied by using a
hierarchy of models, and a number of excellent review articles describe this
work: Schneider and Dickinson (1974), Smagorinsky (1974), Saltzman
(1978), Ghil (1981), Imbrie (1981, 1982), and Gates (1975, 1981, 1982).
Climate models are frequently divided into two very broad categories: (1)
explicit dynamical models, which include general circulation models, and
(2) statistical -dynamical models, which include thermodynamic, or energy
balance, models. In the first category, the day-to-day synoptic-scale weather
systems and their associated patterns of precipitation are treated explicitly
— requiring time steps of the order of minutes to hours for the atmospheric
portion of the climate model; in the second set of models, the equations are
often formulated in terms of averages for days, months, years, or still longer
intervals.

Both statistical ~dynamical models and explicit dynamical models have
been used for the modeling of paleoclimates. Statistical -dynamical models
have been coupled to slow-responding portions of the climate system (e.g.,
deep oceans and ice sheets) and have been used for investigating the tem-
poral evolution of climate on all time scales; examples of recent work are
summarized in Section 4.1. Explicit dynamical (general circulation) models
have been used for simulating geographic features of paleoclimates and for
including, in the most explicit form, processes such as precipitation that
depend on details of the atmospheric flow. However, because of the large
computational costs that are involved, general circulation models have only
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been used to provide “snapshot” views of the climate at specific times in
Earth’s history. Examples of the application of these models are in Section
4.2.

Another important rationale for using two different modeling approaches
in paleoclimatology has been that the climatic records have generally fallen
into two categories. Ice- and ocean-core records that describe the long-period
fluctuations of climate are available at only a few locations; however, in
some cases they reflect conditions over large areas. It is therefore often
natural to investigate the long-period evolution of climate with simplified
land-ocean, zonal, or even global-average statistical-dynamical models.
On the other hand, the relatively few periods for which global networks of
data exist with accurate time control lend themselves to detailed studies with
general circulation models.

4.1. Statistical - Dynamical Models

4.1.1. Early Earth History. Models of the early evolution of Earth’s cli-
mate are taking into account that the Sun’s luminosity has been increasing.
According to some models of solar evolution, the increase has been roughly
linear with time, starting (about 4 billion years ago) at perhaps 75% of the
present value. If one assumes present levels of atmospheric CO,, then energy
budget climate models predict that the Earth should have been ice-covered at
that time and, because of its high albedo, should have remained so. Yet,
geologic evidence suggests the early presence of life and oceans. Pollack
(1982) summarizes models of early atmospheric composition that might
have produced a sufficiently large greenhouse effect to compensate for the
“faint sun” and give surface temperatures that are compatible with the
geologic record. Such models of atmospheric evolution involve processes of
outgassing and chemical and biological activity.

Owen et al. (1979) combined an atmospheric evolution model that pre-
dicts CO, abundance with a radiative—convective global-average climate
model. The model simulated the history of Earth’s surface temperature from
4.5 billion yr B.P. to present at half-billion-year intervals; it gave tempera-
tures mostly higher than present (Fig. 3). The simulated surface temperature
was at most 4 K lower than at present; this minimum occurred about 1
billion yr B.P. when the model-generated CO, surface pressure was ap-
proaching modern values but the estimated solar luminosity was still more
than 5% below present.

Large uncertainties are associated with the model assumptions for these
early climates, as was also the case for the models put forward during the
nineteenth century; however, there is a striking contrast between earlier and
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current models in terms of the growing number of variables that are incorpo-
rated and the increasing complexity of the physical -chemical -biological
processes that are simulated.

4.1.2. Paleozoic-Mesozoic. Building on the much earlier ideas of Lyell,
Wegener, and others, Donn and Shaw (1977) used a statistical -dynamical
climate model to estimate the sensitivity of the climate to the changing
position of the continents over the past 200 million years (Fig. 4). “Snap-
shot” estimates of the equilibrium climate were produced at roughly 50-mil-
lion-year intervals. This work provided quantitative support to the notion
that both the relative warmth of the Mesozoic (compared to present) and the
decline of temperature since the Cretaceous can be linked to the poleward
shift of land in the Northern Hemisphere. According to their model, temper-
atures at polar latitudes (60 - 70°N) fell below freezing about 15 million years

ago.



174 JOHN E. KUTZBACH

FiG. 4. (a) Annual-average surface temperature (degrees Celsius) simulated with a
statistical -dynamical climate model for early Triassic time, about 200 million yr B.P. Shaded
regions are the Triassic positions of the continents used in the simulation. Qutlines of modern
continents are shown for comparison.

Barron et al. (1981) used a zonal-average energy budget model to investi-
gate additional aspects of the Cretaceous climate of around 100 million yr
B.P. They were able to confirm the earlier findings of Donn and Shaw
concerning the importance of continent location. In response to the de-
creased land fraction at high latitudes at 100 million yr B.P., compared to
present, the global-average temperature was 1.6 K higher and the polar
temperature was about 5 K higher than for the modern control experiment.
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FIG. 4. (b) Annual-mean surface temperature for the Northern Hemisphere, annual-mean
and November-March surface temperature for 60—70°N, and percentage land for 60-70°N
for selected times for the past 200 million years. Temperatures (degrees Celsius) are simulated
with a statistical - dynamical climate model. {From Donn and Shaw (1977). Reproduced with
permission from Geological Society of America Bulletin 88, 390~-396, a publication of The
Geological Society of America.]

However, the simulated temperature at high latitudes remained below freez-
ing. They speculated that factors not included in the model, such as a hy-
pothesized higher atmospheric CO, concentration, would be necessary to
simulate a Cretaceous climate that would agree with the geologic evidence



176 JOHN E. KUTZBACH

for a global warming of at least 6 K, compared to present, and for ice-free
conditions at the poles.

At the Cretaceous/Tertiary boundary, about 65 million years ago, wide-
spread extinctions occurred, including the final extinction of dinosaurs.
Recent work has focused on the possibility that an asteroid struck the Earth
and ejected dust-size material into the stratosphere (Alvarez et al., 1980).
The stratospheric dust veil could have reduced the amount of solar radiation
reaching the surface and, according to the results of a one-dimensional
radiative - convective climate model, caused the land-surface temperature to
fall below the freezing point for several months (Pollack er al., 1983). This
possible scenario illustrated that even short-term climatic changes could
have had profound and long-term consequences for life on the Earth.

4.1.3. Quaternary. The development and interpretation of new paleocli-
matic records (Section 3.5) has led to renewed interest in models of glacial
and interglacial climates that build on the pioneering modeling work of
Milankovitch (1920, 1941). Hays et al. (1976) identified two key features of
glacial/interglacial fluctuations that were recorded in ocean sediment cores.
They found a concentration of climatic variance at periods of about 100,000
years, 40,000 years, and 20,000 years, i.¢., the periods of known variations in
the Earth’s orbital parameters. Moreover, they showed that the ice-volume
fluctuations and orbital variations were phase locked (Section 3.5); these
results led them to conclude that changes in the Earth’s orbital geometry
were the fundamental cause of the succession of Quaternary glaciations.
Subsequent work has shown that changes in tropical monsoonal circulations
are also linked to orbital variations (Prell, 1984).

Assuming that the cause or ‘“‘pacemaker” of glacial cycles is now known,
much work remains to explore and understand the mechanism or mecha-
nisms by which the orbital variations influence climate. Imbrie and Imbrie
(1980) emphasized the need to explain the relative amplitude and phase
relationships between orbital forcing and climatic response and other char-
acteristic features of glacial cycles such as the slow growth and rapid decay of
ice sheets.

An energy balance model was used by Suarez and Held (1976, 1979) to
simulate Northern Hemisphere surface temperature and associated changes
in snow and sea-ice limits. These experiments represented a major advance
in the level of physical modeling of the climate system —as compared to the
model of Milankovitch. Their model was forced by the seasonally varying
insolation as predicted by orbital theory. It had two atmospheric levels and a
surface level, 1t allowed for the meridional transport of energy by diffusion,
and it contained separate surface energy balance equations for land and for a
static mixed-layer ocean and snow and sea ice feedback mechanisms. Solu-
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tions were obtained at 5000-year intervals for the past 150,000 years. The
time series of hemisphere-average surface temperature that was simulated
with the model agreed qualitatively with an ocean sediment core record of
abundance of temperature-sensitive planktonic foraminifera; the model’s
temperature extremes tended to precede the foraminifer abundance ex-
tremes by several thousand years — possibly due to the absence of slow-re-
sponding components of climate such as ice sheets or a deep ocean.

Glacial - interglacial fluctuations are now being studied with the aid of
statistical—-dynamical models that incorporate additional climate subsys-
tems such as ice sheets, deeper oceans, carbon dioxide, and properties of the
land surface (Saltzman, 1978). Both the forced response, associated with
either orbital forcing [for which the radiation changes are being calculated
with increasing accuracy and for longer periods (Berger, 1978)] or stochastic
forcing (Hasselman, 1981), and the free response of such models are being
considered. At least three climate subsystems are receiving attention: (1) ice
sheet feedback systems—often involving crustal dynamics; (2) sea-ice,
ocean, CO, feedback systems; and (3) important details of land - ocean dis-
tribution. All of these features, and perhaps more, may be needed in a truly
comprehensive model.

Ghil (1981) has reviewed treatments of ice sheet dynamics and the geo-
dynamics of the lithosphere (crust) and the asthenosphere (upper mantle) for
climate modeling [see also Budd and Smith (1979), Birchfield et al. (1981),
Ghil and LeTreut (1981), and Pollard (1982) for examples of recent work].
For simulating glacial -interglacial fluctuations, Pollard (1982) coupled an
ice sheet model to a one-level energy-balance climate model containing
land - ocean contrasts and both north - south and east—west heat exchange.
The ice sheet model had provisions for bedrock response and for rapid
melting at the southern tip of the ice sheet due to proglacial lakes and/or
marine incursions. The ice sheet model had a basic 100-year time step; the
climate model equations were solved to determine an equilibrium seasonal
cycle every 2000 years. Solutions were obtained by using the solar radiation
variations associated with orbital forcing for the past 700,000 years (Fig. 5a);
the cumulative addition of bedrock lag and ice calving improved the fit to the
oxygen isotope record of ice-volume fluctuations.

Saltzman and Sutera (1984) described a climate model representing a
continental ice sheet, adjoining marine ice, and ocean. Their model was not
forced by the insolation changes caused by orbital variations; rather, the
simulated “glacial -interglacial” fluctuations (Fig. 5b) resulted from the free,
unforced behavior of the coupled system of equations with linear and non-
linear feedbacks. The ice sheet fluctuated in size at about a 100,000-year
period, even though no individual component of the climate model had a
time constant longer than 10,000 years; the ice sheet also exhibited slow
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F1G. 5. (a) Cross-sectional area of ice sheet (10° m?) versus time (in thousands of years before
present) from various simulations with an ice sheet model coupled to a statistical - dynamical
climate model with orbital forcing. The dotted curve in each panel is an oxygen-isotope deep-
sea core record, plotted relative to its present value. Equilibrium bedrock (top), bedrock lag
(middle), and ice calving added (bottom). [From Pollard (1982). A coupled climate-ice sheet
model applied to the Quaternary Ice Ages. Climate Research Institute, Report No. 37, Oregon
State University, Corvallis, Oregon.] (b) Relative continental ice sheet mass {* adjoining marine
ice mass y* and mean ocean temperature 8* versus time (in thousands of years, time increasing
to the right) from a simulation with a three-component statistical - dynamical climate model
with no deterministic or stochastic forcing. [From Saltzman and Sutera (1984). Reproduced
with permission from Journal of the Atmospheric Sciences, a publication of the American
Meteorological Society.]

growth and rapid decay. The phasing of marine ice and mean ocean temper-
ature, with respect to each other and the continental ice, are in a sense
“predictions” because the geologic record is not yet detailed enough to verify
such features.

Another avenue of fruitful investigation has focused on how land -sea
distribution has influenced the development of ice sheets (North et al.,
1983). With cool summers favoring the persistence of snow cover, the north-
eastern North American-Greenland-Scandinavian sector is particularly
susceptible to ice sheet development. The relatively small land/water frac-
tion in this sector leads to cool summers today; moreover, a small decrease in
solar radiation, or in summertime solar insolation (due to orbital changes),
causes the summer temperature to fall below 0°C. For the same decrease of
radiation, central Asia, because of its size and distance from the ocean,
remains too warm in summer to maintain perennial snow cover.

The observational evidence for climatic changes on the scale of years to
centuries is detailed and voluminous. Statistical -dynamical models have
been used to study these short-term climatic changes, but this literature will
not be reviewed here. As one example, Schneider and Mass (1975) used a
global-average climate model to illustrate the possible climatic response to
volcanic eruptions and changes of solar radiation over the past several cen-
turies.
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4.2. General Circulation Models

4.2.1. Precambrian Climates. Precambrian climates differed so drasti-
cally from those of today that the formulation of comprehensive experi-
ments with general circulation models is largely a task for the future. For
most current purposes, radiative —convective models (Section 4.1.1) have
the appropriate level of detail. One general circulation model experiment has
shown interesting climatic implications of a postulated faster rotation of the
Earth for the Precambrian. For a fivefold increase of rotation rate, i.e., 4.8-hr
“days,” but with other model parameterizations based on present condi-
tions, Hunt (1979) obtained the following results: reduced scale size of mo-
tion fields; reduced poleward transport of heat by large-scale eddies—
causing colder poles and warmer tropics; reduced latitudinal extent of the
Hadley cell and a related equatorward shift of the latitude of maximum
upper-level westerlies from 20° latitude (24-hr rotation rate) to 10° latitude
(4.8-hr rotation rate). The arid region of the tropics (under the descending
branch of the Hadley cell) narrowed in latitudinal extent and moved toward
the equator, and most regions poleward of 45° also became semiarid as the
increased coldness of the troposphere caused a general decline in evapora-
tion and precipitation. Some of the results, such as the contracted latitudinal
extent of the Hadley cell, could have been anticipated on theoretical
grounds. However, the general circulation model provided details of the
possible changes in the hydrological budget. Hunt emphasized the need to
include in the model many more features of the Precambrian world in order
to produce a more realistic simulation (see Section 4.1). Walker (1982)
argued that a fivefold increase of rotation rate would have been restricted at
most to very early Earth history and that perhaps a twofold increase would be
more representative of most of Precambrian time.

4.2.2. Cretaceous Climates. General circulation models are now being
used to model the Cretaceous climate (Barron and Washington, 1982, 1984).
The warm, equable Cretaceous is, in the words of Barron and Washington
(1984), “the largest well-documented climatic contrast from the present
day.” No evidence of permanent land ice has been found for this time and
estimates are that the global average temperature was at least 6 K higher than
present (Section 3.4).

Because so many factors may have influenced the climate, Barron and
Washington (1984) conducted a series of single-variable sensitivity experi-
ments to study the role of such factors as geography, sea level, and topogra-
phy. The influences of higher sea level and reduced topographic relief proved
to be relatively minor. The major importance of continental positions, indi-
cated previously by simulations with statistical - dynamical models, was
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underscored. The simulated global average surface temperature was 4.8 K
higher for the Cretaceous, when, especially in the Northern Hemisphere,
there was decreased land (compared to present) at high latitudes (Fig. 6).

The model studies of Barron and Washington produced two additional
results of interest here: First, the sensitivity (to the Cretaceous geographic
change) of their zonal-average energy budget model and their general circu-
lation model differed by a factor of about 3 (a 1.5 K versus a 4.8 K warming,
respectively). They noted that the general circulation models’ explicit treat-
ment of land -sea distribution and topography, and its more explicit heat
transport formulation (compared to the north-south diffusive heat trans-
port of the zonal-average energy budget model), may have contributed to its
large sensitivity to changes of high-latitude land area. Second, the simulated
Cretaceous climate, although significantly warmer than the control, was still
cooler than the minimal geologic estimates of Cretaceous warmth. Espe-
cially at high latitude, the simulated temperatures, although above 0°C,
appeared to be too low. The authors concluded that unless the geologic
record could be reinterpreted to narrow the gap between observation and
simulation, either model deficiencies were responsible for the difference —
such as an inadequate treatment of atmospheric or oceanic poleward energy
fluxes — or one or more additional factors must have been acting—such as
increased atmospheric CQO, content.

General circulation model experiments with doubled or quadrupled at-
mospheric CO, concentration (Manabe and Wetherald, 1980) have also
contributed to the study of paleoclimates, although they were undertaken
primarily for the purpose of studying possible future climates. Manabe and
Wetherald speculated, on the basis of the results of their CO, experiments,
that in a generally warmer climate, such as the late Mesozoic, there would be
an accompanying increase in atmospheric moisture content and in poleward
transport of latent heat; as a result, total poleward heat transport (dry static
plus latent) could be maintained at relatively constant levels with warm polar
climates and reduced equator/pole temperature gradients.

4.2.3. Last Glacial Maximum. The first simulations of glacial climates
with general circulation models were made by Alyea (1972) and Williams ez
al. (1974). When more detailed boundary conditions for August 18,000 yr
B.P. became available (CLIMAP Project Members, 1976), simulation ex-
periments were performed by Gates (1976a,b) and Manabe and Hahn
(1977). Since then, both August and February boundary conditions have
been summarized (CLIMAP Project Members, 1981). These sets are form-
ing the basis for additional experimentation (Manabe and Broccoli, 1984,
Hansen et al., 1984; Kutzbach and Guetter, 1984a).

In order to contrast our knowledge of glacial maximum boundary condi-
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F1G. 6. Distribution of surface temperatures as simulated with a general circulation model
for (a) present-day control and (b) the Cretaceous, given in degrees Kelvin, for an average of
simulation days 300 -400. Continental elevations are indicated by contours (kilometers); areas
of high-latitude continent with prescribed permanent ice cover in the present day control are
stippled. Antarctica was specified to have no permanent ice cover in the Cretaceous. [From
Barron and Washington (1984). Reproduced with permission from JGR, Journal of Geophysi-
cal Research 89, 1267-1279, published by the American Geophysical Union.]
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tions with the relatively vague information currently available for specifying,
say, Cretaceous boundary conditions, it is useful to review briefly the de-
tailed estimates of surface conditions at the last glacial maximum that are
now available; quoting from the CLIMAP Project Members (1976) [Science
191, 1131-1137; copyright 1976 by the AAAS] summary:

In the Northern Hemisphere the 18,000 BP world differed strikingly
from the present in the huge land-based ice sheets, reaching approxi-
mately 3 km in thickness, and in a dramatic increase in the extent of
pack ice and marine-based ice sheets. In the Southern Hemisphere the
most striking contrast was the greater extent of sea ice. On land, grass-
lands, steppes, and deserts spread at the expense of forests. This change
in vegetation, together with extensive areas of permanent ice and sandy
outwash plains, caused an increase in global surface albedo over mod-
ern values. Sea level was lower by at least 85 m.

The 18,000 BP oceans were characterized by: (i) marked steepening
of thermal gradients along polar frontal systems, particularly in the
North Atlantic and Antarctic; (ii) an equatorward displacement of polar
frontal systems; (iii) general cooling of most surface waters, with a global
average of —2.3°C; (iv) increased cooling and upwelling along equato-
rial divergences in the Pacific and Atlantic; (v) low temperatures ex-
tending equatorward along the western coast of Africa, Australia, and
South America, indicating increased upwelling and advection of cool
waters; and (vi) nearly stable positions and temperatures of the central
gyres in the subtropical Atlantic, Pacific, and Indian oceans.

The ice-age simulations of Gates (1976a,b) and Manabe and Hahn (1977)
indicated that global-average surface air temperature was 4-5°C below
present for August 18,000 yr B.P. Consistent with the generally lower tem-
perature, an approximate 15% reduction in the intensity of the hydrologic
cycle was simulated by both models, i.e., less precipitation and less evapora-
tion. For both models, the simulated decrease in temperature over land
exceeded the prescribed decrease of ocean temperature. Moreover, the larger
cooling of the land relative to the ocean tended, from hydrostatic considera-
tions, to weaken the Northern Hemisphere summer monsoon circulations
and, more generally, to produce a tendency for anticyclonic outflow from
the continents (Fig. 7). Consistent with these changes in the pressure field,
Manabe and Hahn (1977) reported that the global-average reduction in
precipitation resulted primarily from reduced rainfall over land; a pro-
nounced increase in tropical aridity agreed with the paleoclimatic evidence.
Through sensitivity experiments involving selected elements of CLIMAP’s
boundary conditions, Manabe and Hahn found that the increase of land
albedo was primarily responsible for the weakened Indian monsoon of
18,000 yr B.P.
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FiG. 7. Distribution of August sea level pressure (millibars) as simulated (a) for glacial maximum conditions around 18,000 yr B.P. (Ice Age) and
(b) for modern conditions. [From Manabe and Hahn (1977). Reproduced with permission from JGR, Journal of Geophysical Research 82,
3889-3911, copyright by the American Geophysical Union.]
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By using models that incorporate more of the climate system, such as
atmosphere - ocean models, the number of prescribed boundary conditions
can be reduced and, simultaneously, the paleoclimatic information can be
used for verification rather than prescription. For example, Manabe and
Broccoli (1984) used a general circulation model of the atmosphere coupled
with a static mixed-layer ocean model to study the influence of the 18,000 yr
B.P. ice sheet on the simulated atmosphere-ocean climate —i.e., the
model’s ocean surface temperature was free to adjust to the presence of the
ice sheet and the altered atmospheric circulation. They found that in the
Northern Hemisphere the simulated temperature distribution of the mixed-
layer ocean resembled that estimated by CLIMAP from geologic records.
However, the influence of the ice sheet on the Southern Hemisphere oceans
was small; they concluded that other changes in the heat budget, besides
those directly caused by changes in ice sheet distribution, might be needed to
explain the glacial climate; they suggested that changes in atmospheric CO,
concentration and interhemispheric oceanic heat transport were two possi-
ble candidates.

Another area of current research with general circulation models involves
increasingly detailed comparisons between the simulations and the geologic
record. For example, in a study with prescribed ocean-surface temperature,
Hansen et al. (1984) identified features of the simulated glacial maximum
climate that appeared to be incompatible with geologic evidence. Specifi-
cally, the model simulated a decrease of surface air temperature over the
tropical and subtropical oceans of about 1°C, but geologic evidence showed
descent of snowlines on tropical mountains of about | km, which, assuming
that glacial-age lapse rates were similar to present ones and using a typical
lapse rate of about 6 K per kilometer, would imply that surface temperature
might have been about 6°C colder than present. Climatic interpretation of
inferred tree line lowering from pollen data also indicated substantial cooling
of'the order of 5°C in certain areas. Because the simulated temperature of the
surface and lower tropospheric air, even over land, would be strongly in-
fluenced by the prescribed temperature of the ocean, they suggested that the
low-latitude ocean temperature might have been set too high.

4.2.4. Changes of Climate Since the Last Glacial Maximum. COHMAP
Project Members (1985) are obtaining and comparing global-scale maps of
geologic conditions with the climatic conditions simulated by a general
circulation model; their study covers the past 18,000 years at 3000-year
intervals. This focus was chosen because (1) the climatic changes of this
period were large, having ranged from full glacial to full interglacial, (2) the
times of climatic change are known accurately from radiocarbon dating, (3)
near-global coverage of information about the past environments is possible,
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and (4) the known changes in the latitudinal and seasonal distribution of the
solar radiation (associated with orbital parameter changes) were large and
have been shown, from studies with statistical—dynamical models (Section
4.1.3), to be a likely factor in explaining the temporal evolution of climate
over this period.

The starting point for COHMAP studies is the time of the most recent
glacial maximum around 18,000 yr B.P. Beginning around 16,000 yr B.P.,
the climate system experienced major change during which the ice sheets
retreated, ocean fronts shifted poleward, and the areas covered by sea ice
contracted (Ruddiman and MclIntyre, 1981). In the mid-latitudes, vegeta-
tion zones shifted poleward and after 14,000 yr B.P. lake levels (for example,
in the southwestern United States) fell. About 10,000 to 12,000 years ago,
lake levels rose throughout much of Africa and the Middle East (Street and
Grove, 1979) and the Indian monsoon strengthened (Prell, 1984). By 5000
to 6000 years ago, the global ice volume was at a minimum, certain types of
vegetation extended farther poleward than they are today (Webb et al.,
1983), and lake levels in central Africa indicate that the Sahara desert, as we
know it, did not exist. Shortly thereafter, the southern boundary of spruce
forests in eastern North America moved southward, and the water levels in
tropical lakes decreased rapidly.

The Earth’s orbit about the sun changed during the same period, allowing
the response of a general circulation model to this large and accurately
known change in external forcing to be evaluated (Mason, 1976). Whereas
the effects of changing orbital parameters have been studied extensively with
global- or zonal-average climate models, the COHMAP project has used
these radiation changes in general circulation models in order to demon-
strate their influence on the spatial patterns of seasonal (monsoonal) climate
in various parts of the globe. Since about 20,000 yr B.P., the time of perihe-
lion shifted from January to July (about 10,000 yr B.P.) and back to January
(modern). This change, along with changes in the tilt of the rotational axis,
led after 18,000 yr B.P. to increasing solstitial extremes of solar radiation in
the Northern Hemisphere that reached a maximum around 10,000 yr B.P.,
followed by decreasing extremes from 10,000 yr B.P. to present. Compared
to modern conditions, at 10,000 yr B.P., solar radiation at the top of the
atmosphere was increased by about 8% (30 W m~2) in June-July - August
and was decreased by about 8% (20 W m~2?) in December-January-
February over the Northern Hemisphere.

When the amplified seasonal cycle of solar radiation for 9000 yr B.P. was
used as the external forcing in a low-resolution general circulation model,
Northern Hemisphere continental interiors warmed in summer and cooled
in winter, and the summer monsoon circulation of Africa and southern Asia
was intensified (Kutzbach, 1981; Kutzbach and Otto-Bliesner, 1982). Ex-
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periments with the National Center for Atmospheric Research (NCAR)
high-resolution general circulation model have confirmed these earlier re-
sults for 9000 yr B.P. (Kutzbach and Guetter, 1984b).

Changes in solar radiation are only one of several modifications that must
be made in atmospheric general circulation models in order to simulate
paleoclimates of the past 18,000 years. Even at 9000 yr B.P., but especially
for preceding periods, there were differences (compared to present) in inter-
nal portions of the climate system that are not explicitly modeled by the
general circulation model. Certain changes must therefore be prescribed as
boundary conditions for each snapshot experiment: for example, the ice
sheet configuration, sea-ice extent, and ocean temperature specified by CLI-
MAP Project Members (1981) for 18,000 yr B.P. were adjusted for condi-
tions at 15,000 yr B.P. and 12,000 yr B.P. based on geologic evidence. By
9000 yr B.P., only a small ice sheet remained over North America, and
sea-ice and ocean temperature were assumed to be the same as present.
Changes (from present levels) in atmospheric carbon dioxide content and
aerosol loading need to be considered in future experiments.

Combining the changes in solar radiation due to orbital forcing with the
changes in prescribed boundary conditions, paleoclimate “snapshots” were
obtained from 18,000 yr B.P. to present at 3000-year intervals for both
January and July conditions (Kutzbach and Guetter, 1984a). Examples of
the July simulations for 18,000, 9000, and O yr B.P. are shown in Fig. 8. At
the glacial maximum conditions of 18,000 yr B.P., a band of high pressure
extended across the North American ice sheet, the sea-ice-covered North
Atlantic, and the European ice sheet; farther to the south, the North
African-South Asian monsoon system was somewhat weaker than at
present. By 9000 yr B.P. the pressure distribution at high northern latitudes
had become similar to present, but the central pressure of the South Asian
monsoon was lowered and the region of low pressure enclosed by the 1010
mbisobar had extended westward across North Africa, indicative of stronger
North African-South Asian monsoon circulations.

The temporal evolution of climate (Fig. 9), as summarized from the
“snapshot” simulations with the general circulation model, indicated cold
conditions in both July and January at 18,000 and 15,000 yr B.P. By 12,000
yr B.P. the surface air temperature was rising, especially in summer over the
Northern Hemisphere continents, in response to the changing solar radia-
tion regime. At 9000 and 6000 yr B.P. the Northern Hemisphere continents
experienced warmer summers and colder winters, i.e., increased seasonality.

Fi1G. 8. Distribution of July sea level pressure (millibars) as simulated (a) for glacial maxi-
mum conditions around 18,000 yr B.P., (b) in early Holocene time around 9000 yr B.P., and (c)
for modern conditions. [From Kutzbach and Guetter (1985).]
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F1G. 9. Change of temperature (degrees Kelvin) and precipitation (millimeters per day) for
the period 18,000 yr B.P. to present, as simulated by a general circulation model at 3000-year
intervals and expressed as the difference between the past climate and the present control. July
(solid lines) and January (dashed lines) conditions are indicated. Large solid circles indicate that
the difference between past and control exceeds the 5% significance level: (a) global-average
temperature and precipitation, land and ocean; (b) Northern Hemisphere average temperature
and precipitation, land.'[From Kutzbach and Guetter (1985).]

Simulated changes in global-average precipitation were small. However, the
large increase of precipitation at 9000 and 6000 yr B.P. over Northern
Hemisphere land, associated primarily with the strengthened summer mon-
soon over North Africa and South Asia, was a direct consequence of the
increased heating of the continents that occurred when perihelion was in
northern summer. Only small climatic differences were simulated at 3000 yr
B.P., consistent with the correspondingly small differences of orbital param-
eters between 3000 yr B.P. and the present.

5. SUMMARY AND PROSPECTS FOR THE FUTURE

Major advances in the theory of climate are under way (Hecht, 1985). Key
ingredients to this progress include the large variety of paleoclimatic indica-
tors (geochemical, botanical, biological), the increasing accuracy of dating,
the expanding geographic coverage of measurements, and the application of
statistical techniques for extracting the climatic signal from the other signals
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—and noise —contained in geologic records. Simultaneously, a hierarchy of
climate models of increasing accuracy, dimensionality, and versatility are
being developed and applied.

It should be clear, from this review of recent work, that new observations
continue to play a key role in stimulating the development and testing of new
theories of climatic change. Likewise, the climate model has proved to be an
invaluable tool for the quantitative testing of theories and for predicting or
suggesting phenomena that can subsequently be studied with observations.

The level of accuracy and completeness of the paleoclimatic observations
place constraints on verifying the climatic simulations. For example, the
paleoclimate of early Earth history is not well known. As a result, climate
models with a variety of external forcing mechanisms, internal feedbacks,
and prescribed boundary conditions can, in principle, produce climate sim-
ulations that are within the range of observational uncertainty. By way of
contrast, the climate since the last glacial maximum is now known in consid-
erable detail so that good agreement between model and observationsistobe
expected only if the model includes, in appropriate form, the correct external
forcing, internal feedbacks, and prescribed boundary conditions.

This review has mentioned examples of comparisons between observed
paleoclimates and simulated climates but has perhaps not emphasized the
scientific effort that is required to make detailed and meaningful compari-
sons possible. The interpretation of either pollen, plankton, or isotopic
abundances or lake levels, dunes, or moraines in terms of standard climatic
variables represents a major scientific challenge. Alternatively, transforming
the standard output of climate models (temperature, precipitation) into
biological, geochemical, or ggomorphic indices is equally challenging. More-
over, the spatial and temporal sampling strategy for observations and simu-
lations should be compatible. This task of comparing observations and
model simulations will require considerable attention.

Looking toward the future in another area, computers with larger memory
banks and greater computational speed will facilitate efforts to construct
climate models that include additional detail about the role of the ocean and
other climate subsystems such as the biosphere. Increased computer re-
sources will have the additional benefit of permitting more and/or longer
simulation studies. The improvement of models will continue to depend
crucially on the development of more detailed knowledge of present-day
climate dynamics from modern observational and theoretical work.

One important goal of current climate modeling efforts is to estimate the
climate of the future, for example, the climate that might result from in-
creased levels of carbon dioxide. Paleoclimate modeling contributes to these
goals in at least three ways. First, the paleoclimatic record contains informa-
tion of specific interest, such as past levels of carbon dioxide concentration.
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This fact permits observational and model studies of the interaction between
the carbon cycle and climate. Second, improvements in our general knowl-
edge of the processes of large-scale climatic change (for example, spatial
modes, time scales, feedbacks, nonlinearities), even if not specifically related
to past changes of CO, concentration, provide a foundation of climate
theory that may help in the study of possible CO, effects on climate. Third, if
climate models can accurately simulate past climates and past climatic
changes, then this type of “verification” of the models can provide at least
one basis for estimating the probable reliability of estimates of future cli-
mates that might differ substantially from the current climate.

Many of the hopes for advances in climate research expressed by von
Neumann and initiated by his colleagues—Charney, Phillips, and
Smagorinsky — through the development of general circulation models are
becoming realities; and many of the ideas about climate and climatic change
put forward by early students of climate, such as Halley, Humboldt, Lyell,
and Milankovitch, are being put to quantitative test. Mathematical models
of climate have become powerful tools for testing and developing theories of
paleoclimate.
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1. INTRODUCTION

“When pressure is high in the Pacific Ocean, it tends to be low in the
Indian Ocean from Africa to Australia.” That is how Walker described the
large-scale climate fluctuations that he named the Southern Oscillation (SO)
(Walker and Bliss, 1932). Studies during the past half-century have revealed
that the SO involves far more than a seesaw in the surface pressure between
the Southeast Pacific subtropical high-pressure cell and the North
Australian-Indonesian low-pressure trough. It has emerged as the domi-
nant interannual climate signal on a global scale. Over the tropical Pacific
Ocean, the SO is associated with large year-to-year variations in the intensity
of the trade winds and in rainfall patterns (Fig. 1). The SO also has a signature
that extends into the middle latitudes of each hemisphere during its winter
season (Horel and Wallace, 1981; van Loon and Madden, 1981).

Early investigators were unable to identify the physical processes responsi-
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FiG. 1. Interannual fluctuations: (a) sea-level pressure anomalies (3-month running means)
for Darwin (72°S, 131°E) and Tahiti (17°S, 150°W); (b) precipitation index (6-month running
mean) for Ocean and Naura Islands (7°S, 167°E); (c) zonal component of the monthly mean
wind stress over the region 4°N to 4°S, 140°W to 180°W (after Wyrtki, 1973); (d) monthly
mean sea-surface temperature at Canton Island (3°S, {71°W) (after Wyrtki, 1973); (¢) monthly
mean sea level at Talara (4°S, 81°W) and Truk Atoll (7°N, 151°E) (after Hickey, 1975). The
smooth lines are 12-month running means.
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ble for the long-term memory of the atmosphere implied by the persistence,
over several seasons, of anomalous conditions associated with the SO. Only
in the late 1960s did Bjerknes (1966, 1969) and others show that the SO is
closely linked with interannual sea-surface temperature variations in the
eastern and central Pacific Ocean. Bjerknes proposed that the ocean, whose
relatively large heat content provides it with a memory much longer than
that of the atmosphere, is of central importance in the SO.

Interannual sea-surface temperature variations in the tropical Pacific
Ocean are primarily associated with a phenomenon known as El Nifio. This
term originally referred to a warm current that flows southward along the
coasts of Ecuador and Peru in January, February, and March. The current
marks the end of the local fishing season during which sea-surface tempera-
tures are low and the southeast trade winds are intense. [The trades drive the
surface waters of the eastern Pacific westward (offshore) and hence induce
the upwelling of cold, nutrient-rich water near the coast.] In certain years,
temperatures are exceptionally high during the warm season and continue to
be so during the normally cold upwelling season. At present, the term El
Nifio is reserved for those interannual events when anomalously warm sur-
face waters cover not only the coastal zone of South America, but also most
of the tropical Pacific Ocean as far west as the dateline. The ecological and
climatic disruptions associated with these events have disastrous conse-
quences not only for the economies of Ecuador and Peru (Barber and Cha-
vez, 1983), but for many other regions of the tropics and higher latitudes as
well (Rasmusson and Wallace, 1983).

Rapid progress in our understanding of the El Nifio - Southern Oscillation
(ENSO) phenomenon during the past few years leaves little doubt that inter-
actions between the ocean and atmosphere are at the heart of the problem.
This paper briefly reviews these recent developments.

2. SEASONAL VARIABILITY

On time scales of weeks or longer, the large-scale atmospheric circulation
of the tropics exhibits a pattern of direct thermal circulations. The upward
branches are over the continents and over the tropical zones of highest
sea-surface temperatures (SST), where convection is intense and rainfall is
heavy. Figure 2 shows these regions. In the tropical Pacific sector they are
over Central and South America, the western Pacific-Indonesian ‘“Mari-
time Continent” region, and northern Australia, and along the Intertropical
Convergence Zone (ITCZ) north of the equator and along the South Pacific
Convergence Zone (SPCZ) in the southwestern Pacific Ocean. An important
descending branch of the atmospheric circulation is over the cold waters of
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Fic. 2. Mean outgoing long-wave radiation (watts per square meter) (a) for June to August
and (b) for December to February as measured by polar orbiting satellites. Tropical regions with
values less than 240 W m™2 (shaded) are regions of strong convection and heavy rainfall.

the southeastern tropical Pacific Ocean. The southeast trade winds that blow
from there to the convective region over the western Pacific complete the
zonal Walker circulation (Bjerknes, 1969). The other important descending
branches of the circulation, in the subtropics, complete the meridional over-
turning known as the Hadley cell.

The convective regions and the trade-wind belts move meridionally with
the seasons (Fig. 2) so that the seasonal cross-equatorial surface flow (relative
to the annual mean) is directed into the summer hemisphere. For example,
the southeast trade winds penetrate well into the Northern Hemisphere and
are most intense in August and September when the ITCZ is at its northern-
most latitude near 12°N. In February and March, when the ITCZ is close to
the equator, the southeast trades are weak but the northeast trades are in-
tense (Horel, 1982).

The seasonal migrations of the atmospheric convective zones are asso-
ciated with seasonal changes in the sea-surface temperature. The isoline of
240-W m~2 outgoing long-wave radiation, which delineates the region of
most intense convection, is usually enclosed by the 27.5°C isotherm
throughout the year. These warm surface waters are predominantly in the
western tropical Pacific and off the coast of Central America. The southeast-
ern tropical Pacific, on the other hand, has the lowest average sea-surface
temperatures (Fig. 3). These horizontal SST gradients also reflect the distri-
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bution of oceanic heat content. The thermocline — the highly stratified layer
that separates the warm surface waters from the cold water at depth —slopes
downward toward the west so that the surface mixed layer is more than
150 m deep in the west but essentially disappears along the South American
coast. The westward component of the trade winds drives westward currents
along the equator and maintains the buildup of excess warm water on the
western side. The northward component of the southeast trades causes up-
welling along the coast of South America (but downwelling along the coastin
the Northern Hemisphere) and contributes to the low sea-surface tempera-
tures in the southeast. Rossby waves, which disperse the coastal upwelling
westward, travel more rapidly the lower the latitude, so that the cold surface
waters extend farthest westward near the equator, where the zonal winds
induce upwelling and cause a further reduction in the SST. Sea-surface
temperatures in the southeastern tropical Pacific are at a minimum in Sep-
tember when the southeast trades are most intense and the ITCZ is in its
northernmost position and are at a maximum in March when the southeast
trades are weak and the ITCZ is close to the equator.

3. INTERANNUAL VARIABILITY

Figure 1 shows that the oceanic and atmospheric fluctuations associated
with the Southern Oscillation are highly correlated. The coherence of the
meteorological variables is attributable to anomalous movements of the
major convective zones. For example, during periods of unusually high SST
in the central and eastern tropical Pacific, the convective zone over the
western tropical Pacific moves eastward as the pressure over Indonesia and
northern Australia rises and the pressure over the southeastern tropical
Pacific falls. This relaxation of the equatorial pressure gradient is accompa-
nied by weakening of the easterly winds in the central equatorial Pacific
Ocean and an equatorward displacement of the ITCZ (Ramage and Hori,
1981; Pazan and Meyers, 1982). This warm phase of the Southern Oscilla-
tion is followed by one during which complementary conditions prevail:
SST in the central and eastern equatorial Pacific is exceptionally low, the
convective zones move westward and poleward, and the surface pressure
gradient across the tropical Pacific Ocean increases as does the intensity of
the trade winds.

The oceanic variations associated with the SO reflect the adjustment of the
ocean to the changing surface winds. For example, when the trade winds are
weak, the zonal slope of the thermocline decreases so that the depth of the
thermocline, and sea level, increase in the eastern tropical Pacific but de-
crease in the western tropical Pacific. The associated eastward transfer of
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warm water causes the SST in the central and eastern Pacific to rise. This
transfer is effected by an intensification of the eastward current between
approximately 3°N and 10°N (the North Equatorial Countercurrent) and
by a weakening of the westward South Equatorial Current to the south of the
Countercurrent (Wyrtki, 1975, 1977; Enfield, 1981). During the comple-
mentary phase of the SO when the trade winds are intense, the zonal slope of
the thermocline increases and the SST is low.

Since World War 11, the average period of the Southern Oscillation has
been approximately 3 -4 years, but, asis evident from Figs. 1 and 4, the SO is
very aperiodic. Though the period between successive warm events varies
considerably, most of these warm events nonetheless evolve in remarkably
similar ways (Fig. 4). Rasmusson and Wallace (1983) suggest that this evolu-
tion normally involves two stages. The first stage starts toward the end of the
calendar year in the eastern tropical Pacific Ocean and amounts to an ampli-
fication and extension of the warm phase of the local seasonal cycle. Hence,
unusually warm surface waters appear off the coast of Peru and Ecuadorata
time when the local SST approaches its seasonal maximum. The appearance
of this warm water is preceded by a weakening of the Southeast Pacific
Anticyclone for which the surface pressure at Tahiti serves as an index. The
unusually warm surface waters off Peru persist during the subsequent
months so that El Nifio is a failure of the cold season in the southeastern
tropical Pacific to develop fully (Fig. 5).

The second stage in the evolution of a warm event involves the central and
western Pacific and starts towards the middle of the year — approximately 6
months after the appearance of unusual conditions in the east. (Figure 4
shows the phase difference between developmentsin the eastern and western
tropical Pacific.) This second stage is associated with an eastward displace-
ment of the convective zone that is normally over the western Pacific Ocean,
an increase in the sea-level pressure at Darwin, a massive collapse of the
equatorial easterlies in the central Pacific, and a rapid increase in central
equatorial rainfall anomalies. These conditions reach a peak near the end of
the year, at which time the entire eastern and central tropical Pacific is
anomalously warm. Early in the new year, normal conditions are restored to
the west of the dateline. During the subsequent months, anomalous condi-
tions attenuate over the rest of the tropical Pacific.

The development of these surface anomalies is accompanied by the devel-
opment of pronounced circulation anomalies in the upper-tropical tropo-
sphere. The upper-level divergence from the region of heavy precipitation
generates anticyclonic upper-troposphere vorticity in the central equatorial
Pacific. This is associated with the development of an anomalous anticy-
clonic circulation cell centered south of the equator during the austral
winter. Six months later, the single cell has evolved into an anticyclonic
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couplet that straddles the equator. The anomaly pattern reflects an eastward
extension of the upper-troposphere monsoon highs normally located over
the western Pacific in this season. This pattern is associated with anomalous
easterlies over the equatorial region of enhanced convection and with anom-
alous westerlies on the poleward flanks of the cells so that there is an en-
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hancement of the subtropical jet streams in the central and eastern Pacific.

The major changes associated with a warm episode are usually preceded
by modest anomalies that appear in the western tropical Pacific toward the
end of the year preceding the onset of El Nifio in the east. These anomalies
include arise in SST and a relaxation of the time-averaged trade winds to the
west of the dateline. This weakening of the winds apparently results from an
increase in the frequency of disturbances [synoptic scale cyclone pairs
(Keen, 1982)] that are associated with westerly wind anomalies (Luther et
al., 1983). These early time-averaged anomalies are far smaller in amplitude
than those that occur later and are sometimes observed when no El Nifio is
imminent (in 1979, for example).

4. THE 1982~ 1983 EpPISODE

A typical ENSO episode, as pointed out in Section 3, evolves in two stages:
one stage involves principally the eastern tropical Pacific, the other involves
the central and western Pacific, too. The differences between individual
ENSO events reflect the relative strengths, and on rare occasions the order of
occurrence, of the two stages. The 1982 - 1983 episode was distinctive in that
it apparently bypassed the typical first stage. The phase of the event was
normal in the central and western equatorial Pacific but abnormal in the
east. In the central equatorial Pacific the SST rose above normal during April
and May 1982, and pronounced equatorial westerly wind anomalies ap-
peared west of the dateline in June. These anomalies next amplified and
expanded eastward (Fig. 6). By September the eastern tropical Pacific was
affected. Temperatures there increased sharply between September and the
end of 1982. Thereafter, the SST increased gradually to a plateau near 29°C.
The termination of the event did not start until June 1983 when cold surface
waters appeared on the equator near 140°W. Shortly afterward the SST in
the east, at the Galapagos Islands, for example, started to fall precipitously.

Sea-surface-temperature anomalies attained an exceptional amplitude in
1982 and 1983. During the previous El Nifio events since 1950, the 29°C
1sotherm never migrated east of 140°W at the equator; butin 1982 it reached
the coast of South America, resulting in an insignificant SST gradient along
the equator in February 1983 (Gill and Rasmusson, 1983). The equatorial
westerly wind anomalies were so intense that the thermocline along the
equator was horizontal toward the end of 1982 (Cane, 1983) and the nor-
mally intense Equatorial Undercurrent disappeared completely for a while,
first at 159°W in September 1982 (Firing ef al., 1983)and a few months later
at 110°W (Halpern et al., 1983). The extreme eastward displacement of the
warm water contributed to a huge increase in the number of hurricanes and
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Fi1G. 6. The eastward progression of anomalous conditions in the equatorial Pacific (5°N to
5°S) during 1982 and 1983. The axes of the anomalous cloudiness and winds are shown.
(O——0, center of gravity of surface waters warmer than 29°C; ——AM, infrared anomaly;
------, easterly wind anomaly at 200 mb; - - -, westerly wind anomaly at 850 mb.)

tropical storms in the central Pacific, a region in which such phenomena are
relatively rare (De Angelis, 1983).

The eastward displacement in the tropical Pacific of the warm surface
waters and the atmospheric convection affected the atmospheric circulation
globally. Particularly striking was the intensification of the westerly wind
anomalies in the upper troposphere of the tropical Atlantic Ocean. This was
associated with a cyclone dipole pattern over the Americas in the tropics.

5. TELECONNECTIONS

The anomalous heating of the tropical Pacific atmosphere during ENSO
episodes affects the global atmospheric circulation. Bjerknes (1969) was the
first to examine the tropical-extratropical links in a dynamical context,
although the existence of such relationships was implied by Walker’s SO
correlation patterns (Walker and Bliss, 1932). Bjerknes proposed that the
observed intensification of the Aleutian Low during an ENSO winter results
from an enhanced regional Hadley Circulation, which increases the north-
ward transport of angular momentum in the upper troposphere, leading to
stronger westerlies and an enhanced meridional pressure gradient. The
downstream circulation anomalies over western and eastern North America
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were viewed as a response to the North Pacific anomaly. Within this concep-
tual framework, Arkin (1983) demonstrated that the enhanced upper-tro-
pospheric westerlies during an ENSO episode are associated with increased
poleward ageostrophic flow, primarily into the winter hemisphere. This flow
emanates from the region of divergence in the neighborhood of the enhanced
equatorial convection.

The triplet of North Pacific- North American circulation anomalies de-
scribed by Bjerknes is referred to as the Pacific- North American (PNA)
teleconnection (Wallace and Gutzler, 1981). During an “average” ENSO
winter, these “centers of action,” together with the anticyclonic anomaly
center near the equator, trace out an apparent wave train with the polarity
shown in Fig. 7. Horel and Wallace (1981) suggest that this pattern might
reflect a Rossby-wave train that propagates along a great circle path into
higher latitudes from the equatorial region of anomalous forcing (Hoskins
and Karoly, 1981). More recent results from simple dynamic models (Sim-
mons ¢t al., 1983) indicate that in the Northern Hemisphere during winter-
time, when the stationary waves are very strong, the response to tropical
forcing may take the form of a geographically fixed normal mode, which
resembles the PNA pattern. Under these circumstances, an eastward or
westward movement of the region of enhanced rainfall and associated
upper-troposphere anticyclonic couplet will result in the same PNA pattern
of response, although the amplitude and perhaps even the polarity might
change. This normal mode behavior is associated with barotropic instability
of the mean flow pattern and may be excited in many different ways; forcing
by equatorial precipitation is just one way.

In 1982-1983 the anomalous convection in the tropical Pacific moved
much farther east than during earlier ENSO episodes. A characteristic PNA
pattern was nonetheless identifiable in the December-to-February-averaged
200-mb circulation anomalies. The PNA pattern showed little or no system-
atic eastward displacement from its normal position. Blackmon et a/. (1983)
have recently performed an experiment using the National Center for Atmo-
spheric Research (NCAR) spectral general circulation model in which the
equatorial SST anomaly was moved progressively farther east of its typical
position. In the model, the PNA response remained geographically locked in
position, but its amplitude decreased the farther east the SST anomaly was
placed. These results seem to support the hypothesis that the PNA pattern is
an unstable mode of the mid-latitude troposphere (Simmons et al., 1983).

Teleconnection patterns in the Southern Hemisphere have been less ex-
tensively documented and studied. The data now appear adequate to clarify
their relationship with ENSO. Further analysis of teleconnections in both
hemispheres may clarify a number of unresolved issues, including the role of
low-latitude intraseasonal fluctuations (Sardeshmukh and Hoskins, 1984),
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Fic. 7. Schematic diagram of upper-tropospheric height anomaly pattern during the mature
phase (Northern Hemisphere winter) of ENSO. (After Horel and Wallace, 1981.)

cross-equatorial propagation (Webster and Holton, 1982), and the effect of
the highly anomalous basic state of the westerlies on propagation character-
istics during ENSO.

A number of Southern Hemisphere extratropical relationships have re-
cently been documented by van Loon and Madden (1981), Quinn (1979),
Trenberth (1976), and others. Van Loon (1984) shows that the annual cycle
of the trough in the South Pacific westerlies is enhanced during El Nifio
episodes but is attenuated during the year preceding ENSO.

6. AIR-SEA INTERACTIONS
During ENSO episodes, anomalous conditions develop simultaneously in

the ocean and atmosphere (Fig. 6). This strongly suggests that interactions
between the ocean and atmosphere are of central importance. To under-
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stand these interactions consider first two simpler problems: the response of
the ocean to the observed meteorological changes and the response of the
atmosphere to the observed sea-surface temperature changes.

6.1. Response of the Ocean

The weakening of the trade winds during ENSO could reduce evaporation
from the ocean, but this cannot explain the anomalously warm sea-surface
temperature because the ocean loses an unusually large amount of heat to
the atmosphere during ENSO. The exceptionally warm surface waters are
caused by a rapid horizontal redistribution of heat in the upper ocean in
response to the relaxation of the winds over the Pacific Ocean during ENSO
(Wyrtki, 1975). In the tropical Pacific Ocean the sea-surface temperature
has a minimum along the coast of South America and increases in both a
westward and northward direction (Fig. 3). These temperature gradients
exist below the surface, too, and are maintained by the trade winds. If the
winds should stop blowing altogether, then a horizontal redistribution of
heat will cause horizontal density gradients in the ocean to weaken consider-
ably. Several mechanisms are responsible for the redistribution, but their
relative importance changes during the development of ENSO and also from
episode to episode. The most important mechanism is the zonal redistribu-
tion of heat induced by the weakening of the westward component of the
trades. These winds maintain an eastward pressure force, which can be
inferred from the zonal temperature gradients in the upper ocean. When the
winds weaken, the pressure force is unbalanced and accelerates the warm
surface equatorial waters in the west toward the east (McCreary, 1976; Hurl-
burt et al., 1976). The convergent eastward current, which can be observed
seasonally during the boreal spring when the trades are weak (Halpern et al.,
1983), is augmented during a typical ENSQ. The weakening of westward
winds over a confined region will result in a warming not only of that region
but, because of eastward propagating equatorial Kelvin waves, also of the
region to the east (Cane and Sarachik, 1977). This warming in the east
depends on the zonal extent of the region over which the winds weaken, the
magnitude of the change in wind stress, and the length of time for which the
winds relax (Philander, 1981). The amplitude of the changes in the western
Pacific in mid-1982 were apparently sufficient to induce the appearance of
exceptionally warm surface waters in the central Pacific Ocean. The subse-
quent increase in the area of westerly wind anomalies was sufficient to cause
unusually warm surface waters across the entire tropical Pacific Ocean.

Changes in the curl of the wind stress also contribute to the redistribution
of heat in the tropical Pacific Ocean during ENSO (Wyrtki, 1973, 1975). The
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curl drives the warm eastward surface current between 3°N and 10°N and
the cold westward current south of 3°N. During most ENSO episodes, the
wind changes in such a manner that the eastward current intensifies while
the westward current weakens.

The success (Busalacchi and O’Brien, 1981) with which adiabatic models,
forced with the observed winds, simulate thermocline displacements ob-
served during ENSO confirms the thesis that the oceanic changes during
ENSO are caused primarily by the weakening of the trade winds. This,
however, is not an explanation for ENSO because the weakening of the
trades is part of the atmospheric response to the anomalously high sea-sur-
face temperatures.

6.2. The Atmospheric Response

The tropical atmosphere responds to anomalous heat sources with
changes in the configuration of the direct thermal circulations. A heating
anomaly near the equator that is associated with rising air will drive conver-
gent surface winds (Matsuno, 1966; Webster, 1972, 1981; Gill, 1980). It is for
this reason that westerly wind anomalies appear over the western and central
equatorial Pacific when the heated region of rising air is over the eastern
equatorial Pacific Ocean.

The relation between heating anomalies in the atmosphere and SST
anomalies in the ocean is a very complex one. The effectiveness of an SST
anomaly to influence the atmosphere depends on the actual value of the SST
(as opposed to the magnitude of the SST anomaly) and on the large-scale
atmospheric conditions in the neighborhood of the anomaly. For example,
exceptionally warm surface waters in a region of low-level atmospheric
convergence can readily enhance the upward motion and convection in that
region, thus amplifying the low-level moisture convergence. In a region of
low-level divergence, on the other hand, the latent heat released from a warm
SST anomaly may be insufficient to reverse the downward motion and may
fail to induce local heating. Since the major upward branches of the tropical
circulation are over the warmest water, the regions of highest SST are also the
dynamically favored regions for initiating a significant change in the thermal
circulations of the tropics.

6.3. Air-Sea Interactions

The arguments advanced above to explain the response of the ocean to
anomalous winds and the response of the atmosphere to unusually high
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sea-surface temperatures suggest that unstable interactions between the
ocean and atmosphere are possible (Philander, 1983). Suppose, for example,
that unusually warm surface waters on the equator in the eastern Pacific lead
to anomalous convection there. The westerly wind anomaly created by the
convection will drive an anomalous oceanic current downwind. Given that
sea-surface temperatures increase to the west in the Pacific, this implies an
eastward transport of warm water that will enhance the convection in the
east. This, in turn, will cause even more intense westerly wind anomalies,
and so on. Consider next the appearance of anomalous convection on the
equator near the dateline. To the west of this region, positive feedback will
again cause the amplitude of westerly wind anomalies and eastward oceanic
currents to grow. To the east of the anomalous convection the situation is
more complex because two factors affect the SST in that region: the local
easterly winds, induced by the convection, cause equatorial upwelling that
reduces the SST; but oceanic Kelvin waves, excited by the westerly winds in
the west, deepen the thermocline in the east and cause the SST to increase.
The results from a model of these air-sea interactions (Philander et al.,
1984) indicate that the effect of the Kelvin waves is dominant so that the SST
in the east increases. The convective region therefore moves eastward. This
happened in 1982 (Fig. 6).

The close relation between El Nifio events and the seasonal cycle suggests
that the phase of the initial perturbations that trigger instabilities cannot be
random. From Fig. 4 it is evident that, off South America, the initial pertur-
bation must appear as an amplification of the warm phase of the seasonal
cycle. The reasons were given in Section 6.2. For an SST anomaly to influ-
ence the atmosphere significantly, the cooperation of the large-scale atmo-
spheric fields is required. For example, if the warm anomaly is situated in a
region of large-scale descending motion — the southeastern tropical Pacific
in September, for example — then no instability is possible because the water
vapor released there will condense where the air rises, over the western
Pacific probably. The most favorable time fora warm anomaly in the eastern
equatorial Pacific to amplify is early in the calendar year, when the seasonal
migration of the ITCZ takes it to its lowest latitude. In the western Pacific,
instabilities are most likely when the convergence zone moves from the
Southern to the Northern Hemisphere, in April and May (Fig. 4). The
seasonal movements of the atmospheric convergence zones clearly deter-
mine where and when instabilities can be initiated. El Nifio events can
therefore be viewed as unstable air-sea interactions modulated by the sea-
sonal cycle. An event could be triggered by an irregularity in the seasonal
cycle. Since the seasonal cycle depends on many factors, of which the sea-
surface temperature is only one, it is possible that El Nifio is initiated by
factors outside the tropical Pacific Ocean. Identification of the other factors
is necessary for the prediction of ENSO events.
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7. DiIsCUSSION

The global seasonal cycle appears to be a dominant factor in the phasing
and evolution of ENSO. Indeed, the Southern Oscillation can be viewed as
an amplitude modulation of the annual cycle of various climate features in
the tropics. Many aspects of the seasonal cycle are poorly understood. There
are practically no measurements that describe the seasonal changes of the
currents in the western equatorial Pacific Ocean. It is not known whether the
westward phase propagation that characterizes the seasonal variations of
SST in the eastern tropical Pacific (Horel, 1982) is also a property of subsur-
face fields. The extent to which air-sea interactions affect the seasonal
migrations of the ITCZ, and the seasonal migrations of the region of high
SST and intense convection in the western tropical Pacific, is unknown. To
understand the Southern Oscillation better, further studies of the seasonal
cycle are required.

The principal area of air-sea interaction during ENSQ is the tropical
Pacific, but warm episodes typically involve much of the globe, especially the
rest of the tropics. For example, during ENSO there are significant rainfall
anomalies in the Amazon Basin and in the Indian Ocean. It is unclear
whether these anomalies are merely passive reflections of the interactions in
the tropical Pacific or whether they are active elements that influence the
evolution of ENSO. This question and others related to the initiation and
predictability of an episode will be difficult to answer without numerical
experiments that use coupled ocean-atmosphere-land models.
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1. INTRODUCTION

The stratosphere has a consistent history of providing scientists with sur-
prises and challenging problems. This history begins around 1900, at which
time the decrease of temperature with altitude in the atmosphere was widely
known. It was argued on theoretical grounds that this decrease should con-
tinue and merge smoothly with the absolute coldness of space. On 28 April
1902, the surprising observations of Léon Phillipe Teisserenc de Bort were
presented to the Academy of Sciences in Paris. He presented convincing
evidence that the temperature above France did not decrease monotonically
with altitude, but that above about 11 km the temperature became constant
or even increased slightly with elevation. Teisserenc de Bort obtained these
observations with unmanned balloons, a measurement technique that he
helped to develop and that is still in use today.

It is interesting to look for parallels between the career of Teisserenc de
Bort and that of Joseph Smagorinsky, on the occasion of whose retirement
this article is being written. An obvious parallel is that they were both influ-
ential pioneers during the formative stages in the development of their
chosen subjects. In addition, it can be noted that both worked for the central
meteorological bureaus in the capital cities of their respective countries and
that both retired from government service while still at the peak of their
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powers. In 1896 Teisserenc de Bort retired to his private observatory at
Trappes near Versailles and began the experiments with high-flying balloons
for which he is most famous. It is clear that Teisserenc de Bort had achieved
the technical capability to make his discovery as early as the summer of 1898
(Teisserenc de Bort, 1898), but his conclusions about the existence of the
tropopause and the stratosphere (names he later suggested) were not for-
mally presented until four years later (Teisserenc de Bort, 1902). At that time
his data base included the measurements from no less than 236 balloon
ascents that passed the 1 1-km level. Of these, 74 returned data from as high
as 14 km. His data were well distributed with season, and he had earlier
reported on the seasonal variation of temperature up to the 10-km level
(Teisserenc de Bort, 1900). In his 1902 paper, Teisserenc de Bort was able to
speculate correctly on the systematic variation of tropopause height with
synoptic situation, surface pressure, and tropospheric temperature, but he
reserved a final judgment on these matters until after further study and, no
doubt, more balloon flights.

The care and thoroughness shown by Teisserenc de Bort is also a mark of
the work of Joseph Smagorinsky. A specific example can be found in the
pioneering work of Smagorinsky (1963) on the long-term numerical integra-
tion of the primitive equations of atmospheric motion. As in the case of the
discovery of the stratosphere, there was a long period between the achieve-
ment of the basic scientific objective and the publication of the results. The
success of the General Circulation Research Laboratory effort was known in
1958, but it was not until four years later, in October of 1962, that the results
were submitted for publication. This was a few months in excess of 60 years
after Teisserenc de Bort went to press with his discovery. As Smagorinsky
(1983) recalls in his memoir of the early days of general circulation model-
ing, publication was delayed until a thorough analysis of the nongeostrophic
modes and the energetics could be completed.

Several weaknesses in the analogy drawn here should be pointed out.
Although both publications were carefully researched and written, Teisser-
enc de Bort’s (1902) paper scarcely exceeded two pages and contained a
single table, whereas Smagorinsky’s (1963) article spanned a very full 66
pages that constituted a complete issue of the Monthly Weather Review.
Also, during one particularly elaborate and unfortunate experiment involv-
ing the use of kites, Teisserenc de Bort succeeded in trailing miles of wire
across his capital city, interrupting some transportation within it and cutting
offtelegraph communication between Paris and Rennes on the day when the
results of the famous Dreyfus court-martial trial were expected. There is no
record of Joe Smagorinsky accomplishing a comparable feat in Washington,
D.C., butitcan certainly be said that there were wires in the IBM 701 used in
“The Basic Experiment.”
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The importance of his discovery of the stratosphere was apparent to Teis-
serenc de Bort. After stating the basic fact of his discovery that the decrease of
temperature with altitude stopped abruptly at about 11 km and that the
temperature was constant above that level for as far as he had observations,
Teisserenc de Bort (1902) quickly pointed out, “C’est la un fait ignoré
Jjusqu’ici et qui mérite d’étre pris en trés sérieuse considération dans ’étude
de la circulation générale.” The belief in the importance of the stratosphere
in a comprehensive theoretical understanding of the general circulation
expressed by Teisserenc de Bort has survived succeeding generations of
scientists and has been augmented by very practical concerns stimulated by
the role of the stratosphere as a repository for gases and particles of biological
and climatological importance.

The significance of the stratosphere for numerical weather prediction also
remains a topic of concern. This role for the stratosphere was foreseen in an
early work by Smagorinsky (1953) who, with reference to the steady linear
model he was discussing, stated that “in order to obtain an undistorted
estimate of the magnitude of the disturbances in the upper third of the
troposphere, it appears that the influence of the stratosphere must be taken
into account.” The extent to which an accurate forecast of weather in the
troposphere depends on an accurate simulation of the stratosphere remains a
problem of current interest.

In what follows, a survey of progress and current problems with the dy-
namical interpretation of observations of the stratosphere is presented. This
is not a comprehensive review, however, but rather an essay about those
problems that have particularly interested the author. While a historical
perspective will be taken in many instances, no attempt has been made to
mention every important discovery or provide a complete list of references.

2. THE CONCEPT OF A STRATOSPHERE DRIVEN FROM BELOW
2.1. Stratospheric Behavior Contrasted with the Troposphere

Many aspects of the observed behavior of the stratosphere seem particu-
larly intriguing when contrasted with the troposphere. Historically, new
observations of the stratosphere have been set in the context of prior experi-
ence with tropospheric data. It is useful to enumerate some observed features
of the stratospheric general circulation that seemed most surprising when
they were discovered. In this way it can be appreciated how the stratosphere
has stimulated the interest of scientists, challenged the easy answers to some
questions about the general circulation, and led to the development of better
ideas.
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That the temperature in the stratosphere does not decrease with height as it
does in the troposphere is readily explained by the radiative balance of the
stratosphere and the contrasting radiative —convective balance of the tropo-
sphere (see Fels, this volume). There is no simple radiative explanation,
however, for the observation that temperatures in the mid-latitude lower
stratosphere (below 25 km) increase with latitude rather than decrease as
they do in the troposphere. To explain this behavior requires the considera-
tion of radiative processes, convective processes, and large-scale dynamics.
The basic mechanisms are set forth in the discussion of the first results of the
Geophysical Fluid Dynamics Laboratory (GFDL) nine-level model, which
successfully simulated many observed features of the lower stratosphere
(Smagorinsky er al., 1965; Manabe et al., 1965). Manabe and Hunt (1968)
investigated the general circulation of the lower stratosphere in more detail
by considering a model with 18 levels between the surface and 4 mb (37.5
km). Their study further clarified the role of the upward branch of the
Hadley Cell in maintaining the coldness and sharpness of the equatorial
tropopause and of large-scale subsidence in maintaining the warmth of the
mid-latitude lower stratosphere against radiative cooling. Their model was
the first to produce two distinct and separated jet streams at the subtropical
tropopause and in the polar upper stratosphere, as observed.

While the meridional gradient of zonal-mean temperature reverses at the
tropopause in the Northern Hemisphere, the eddy heat transport continues
to be poleward, making it an up-gradient heat transport in the lower strato-
sphere (White, 1954). Dines (1925) and others showed that not only does the
mean lapse rate change abruptly at the tropopause, but the temporal correla-
tion between temperature and pressure reverses sign. This change in correla-
tion at the tropopause is a natural concomitant of the initiation of rapid
decay with height of the amplitude of synoptic-scale waves [e.g., Hartmann
{1974)].

At higher levels in the stratosphere the meridional temperature gradient
reverses with season, being poleward in summer and equatorward in winter.
This regular seasonal variation is often interrupted during winter in the
Northern Hemisphere by a sudden warming. During sudden warmings polar
upper-stratospheric temperatures increase by more than 40 K at 30 km in
only a few weeks. Accompanying these temperature increases are reversals of
the zonal-mean wind from strong westerly to weak easterly. In the upper
stratosphere of the Southern Hemisphere there are also rapid, large-ampli-
tude changes in zonal-mean wind and temperature during winter. They do
not result in a reversal of the zonal-mean wind at 10 mb, however, and so are
not classified as major warmings. Such dramatic changes in zonal-mean
quantities are never observed in the troposphere.

The variations of zonal-mean wind and temperature in the troposphere



SOME ASPECTS OF STRATOSPHERIC DYNAMICS 223

are dominated by the annual cycle and its higher harmonics. In the equato-
rial stratosphere near 25 km, however, the variability of the zonal-mean
wind is dominated by variations with an irregular periodicity between 2 and
2.5 years, the quasi-biennial oscillation (Reed ez al., 1961; Wallace, 1973).
The quasi-biennial oscillation has a constant amplitude of about 20 m s™!
between 22 and 30 km and is centered directly over the equator. The initia-
tion of the westerly phase of the quasi-biennial oscillation is associated with
the downward propagation of a region of strong westerly shear. Six months
to a year may elapse between the time the winds reverse at 30 km and when
they change at 20 km. The westerly phase of the oscillation is particularly
interesting, since the angular velocity of westerly winds on the equator is
greater than that of the Earth itself. Above 30 km the zonal-mean wind
variations are dominated by a semiannual oscillation with easterlies in the
solstitial seasons (Reed, 1966).

The observed peculiarities of the stratosphere mentioned above have kept
dynamical meteorologists interested for decades. In the remainder of this
section the evolution of our current concept of the general circulation of the
stratosphere and its basis in observation will be discussed.

2.2. Diagnostic Studies of the Lower Stratosphere

The nearly hemispheric data on winds and temperatures from the balloon
network that became available during the International Geophysical Year
(1957-1958) made possible the construction of synoptic charts up to the
10-mb level. With gridded winds and temperatures it became possible to
estimate heat transport and to diagnose approximately how the atmosphere
in general and the stratosphere in particular satisfy the constraints placed on
them by the laws of conservation of heat, mass, momentum, and energy. In
doing this it became traditional to divide the flow field into a zonal-mean
component and a remainder or eddy component and to diagnose the ex-
changes between them. The philosophy and formulation of this type of study
are stated elegantly in Lorenz (1967).

The first synoptic charts produced for the stratosphere revealed that the
amplitudes of the synoptic-scale waves decrease above the tropopause while
the amplitudes of the planetary-scale waves increase with altitude. Conse-
quently, at the 10-mb level the geopotential field is almost solely composed
of the zonal-mean plus the contributions from zonal wave numbers | and 2.
It was also apparent that in the Northern Hemisphere the planetary waves
are quasi-stationary and could be traced downward and linked with quasi-
stationary features in the troposphere [e.g., Muench (1965)]. Theories for
why waves with only the longest horizontal scales propagate into the upper
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stratosphere were quickly offered (Charney and Drazin, 1961; Charney and
Pedlosky, 1963). These theories have been improved on by reducing the
number of assumptions made [e.g., Dickinson (1968), Matsuno (1970), and
Holton (1974)] and provide the basic explanation for why synoptic-scale
baroclinically unstable waves are trapped in the troposphere and only the
planetary-scale waves propagate into the stratosphere.

In applying the Lorenz (1955) energy cycle formulation to the strato-
sphere, early investigators were immediately aware of the potential for large
boundary flux terms at the bottom, top, and equatorward boundaries of the
domain in which they chose to compute the energy amounts and conver-
sions. The question of fundamental interest, which was posed by Starr
(1960), was whether the kinetic energy of the stratosphere is imported verti-
cally from other regions or is generated internally in a manner typical of the
troposphere. Several early studies of the energetics of the stratosphere fo-
cused on the stratospheric warming phenomenon and searched specifically
for evidence that the phenomenon might be interpreted as a manifestation of
the classical baroclinic or barotropic instabilities [e.g., Reed ez al. (1963),
Miyakoda (1963), Julian and Labitzke (1965), Perry (1967), Mahlman
(1969), and Miller ez al. (1972)). Calculations of the energy cycle of the lower
stratosphere in the Northern Hemisphere using a full year of data were
performed by Oort (1964) and Dopplick (1971). Their studies showed that
on an annual basis there was no internal source of wave energy in the lower
stratosphere. Only during the winter was there a conversion from zonal-
mean available energy to eddy kinetic energy. Later it was noted that even
these energy conversions could be thought of as a necessary concomitant of
the upward propagation of planetary waves in a westerly wind shear, but not
necessarily as a sign of in situ instability (Hartmann, 1976b). The results of
these energy budget studies and the failure of theoretical studies to produce
aninstability that bore any resemblance to a stratospheric warmingled to the
conclusion that wave activity in the stratosphere, both climatologically and
during a sudden warming, was a result of transport from the troposphere.

2.3. Climatology of the Northern and Southern Hemispheres

Since the successful launch of the selective chopper radiometer (SCR) on
the Nimbus 4 satellite in April of 1970, global information on the tempera-
ture of the stratosphere up to the stratopause level has been available (Abel et
al., 1970; Barnett, 1974). Previous to the SCR, satellite measurements had
been restricted to the lower stratosphere. Rocket soundings available at that
time provided in situ measurements with much better vertical resolution
than the SCR could provide, but they were expensive and could only be
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launched from a few areas. Although rocket observations still provide an
essential data base for comparison and calibration of satellite temperatures,
they cannot provide the kind of economical global coverage available from
satellites. Improvements and generalizations of the SCR instrument were
incorporated in later experimental satellites (Curtis et al,, 1974) and on
operational NOAA satellites (Smith et al., 1979) that continue to return
global information on temperature up to the stratopause level.

In addition to temperature on constant pressure surfaces, geopotential
height can be obtained by integrating the hydrostatic equation if a suitable
boundary condition is supplied. Approximate winds can then be obtained
from the height field by using the geostrophic or balance equations. These
satellite-derived data have provided nearly continuous measurements of the
global stratosphere. A data base is accumulating that will make possible
studies of the climatology and interannual variability of the stratosphere.
The interannual variability in the stratosphere is large and its study requires
long, homogeneous records of temperature and geopotential [e.g., Labitzke
(1977), Hamilton (1982), Smith (1983), and Geller ef al. (1983, 1984)].

It is interesting to use the relatively homogeneous global coverage avail-
able from satellites to compare the circulations in the Northern and South-
ern Hemispheres. Figure 1 is a latitude-time section of the zonal-mean
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Fi1G. 1. Latitude—time section of the zonal-mean geostrophic wind at the 1-mb level esti-
mated from the 20-day average height field inferred from Tiros-N SSU data. Units are meters
per second. [From Hirota er al. (1983).]

A




226 DENNIS L. HARTMANN

OA4 55 T T ¥ i T 04
oo | 50}
I
80 ashk
7 42 S 2
‘ aot
T og o3 T &
= 3 =
0 = X 30t o =
[v1] [v1]
S T oost 5
130 3 & {30 §
| wl
50 w Y 2oL 450 W
400 & 15t {00 &
4200 o C\ J200
- L \_40 _
300 T 300
1500 sh~———" 20 1500
o 4850 9 - 4850
20 30 40 50 60 70 80 0 30 40 50 60 70 80
NORTH LATITUDE NORTH LATITUDE
(¢)
55 y / 307 04
501
1
42
aof
A35\/\ lo
s =
X 30t 1o =
— 10 20 wi
T 25 g
© 130 @2
¥ 20) 450
50 4100 &
D))
'OR4030 20 10 4300
o= 4850

20 30 40 50 60 70 80
NORTH LATITUDE
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Fig. 2. (Continued)

geostrophic wind at 1 mb estimated from temperature data gathered by the
stratospheric sounding unit (SSU) aboard the TIROS N satellite. In both
hemispheres, the annual variation between an intense westerly jet in winter
and a weaker summertime easterly jet centered closer to the equator is
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apparent. Some rather important differences between the hemispheres are
also visible in Fig. 1. The wintertime westerly jets in the Northern Hemi-
sphere are weaker in intensity than those in the Southern Hemisphere. The
Northern Hemisphere wintertime westerlies are often interrupted by an
abrupt reduction associated with a stratospheric warming in mid to late
winter. Such reductions are evident in both Northern Hemisphere winters
shown in Fig. 1, but most clearly in February of 1981.

The differences in the wintertime zonal wind climatology are illustrated in
more detail in Fig. 2, which shows latitude - height sections of the average
monthly mean winds during winter. On the top in Fig. 2 are the monthly
mean zonal winds in the Northern Hemisphere for the months of December,
January, and February. These are adapted from Geller et al. (1983) and are
four-year averages of the 1978 —1979 through 1981 -1982 winters. On the
bottom are shown the monthly mean zonal winds in the Southern Hemi-
sphere for the months of June, July, and August. These are an average of the
three winters 1980 through 1982 (C. R. Mechoso, private communication,
1984). All of the zonal-mean winds in Fig. 2 were derived geostrophically
from operational height analyses prepared by the National Meteorological
Center (NMC), with modifications as described in Geller et al. (1983).

During the solstitial months of December and June, the zonal winds are
more similar than they are later in the winter. Nonetheless, there are large
differences between the two hemispheres at the winter solstice. The most
important, perhaps, is in the lower and middle stratosphere, where the
zonal-mean winds are about twice as intense in the Southern Hemisphere.
The zonal-mean winds in the Northern Hemisphere during January are
much weaker than those in the Southern Hemisphere during July. This is
due primarily to the much stronger wave -mean-flow interaction in the
Northern Hemisphere. The individual monthly means for the four years of
Northern Hemisphere data used in Fig. 2 are shown in Geller et al. (1984). A
major stratospheric warming occurred only once, in February of 1979, out of
the 12 months in the sample. This is less than the climatological average of
one major warming every other year (Schoeberl, 1978).

There is one interesting similarity between the zonal-mean winds during
Northern Hemisphere January and Southern Hemisphere July. That is that
the zonal-mean westerlies in the lower stratosphere have intensified from
those ofthe preceding month. In the Southern Hemisphere the poleward and
downward movement of the wintertime stratospheric jet stream continues
during July and August. The position of the stratospheric jet moves from
40°S and somewhere above 55 km during June to about 55°S and 40 km
during August. In the Northern Hemisphere during February, only a rem-
nant of the stratospheric jet is evident. The very different climatologies of the
two hemispheres illustrated in Figs. 1 and 2 provide a good test for our
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understanding of stratospheric dynamics that has not yet been fully ex-
ploited.

Hartmann (1976¢) compared the energetics of the 100 - 10-mb layerin the
Southern Hemisphere during July and August 1973 with those during De-
cember and January 1964 computed by Dopplick (1971). As expected, the
Southern Hemisphere is characterized by larger zonal-mean energies and
smaller eddy energies in this layer. The generation of zonal-mean available
energy by radiative heating is large and positive in the Southern Hemisphere
but negligible in the Northern Hemisphere. Rather surprisingly, however,
the flux of eddy energy upward through the 100-mb surface and the energy
conversions within the lower stratosphere are about the same in the two
cases. The role of eddies in the general circulation of the Southern Hemi-
sphere stratosphere should not be underestimated.

3. PLANETARY WAVE PROPAGATION AND WAVE-MEAN-FLOW
INTERACTION

Early studies of the stratosphere strongly suggested that the large-scale
wave motions there are primarily a result of upward propagation of plane-
tary waves from a source region in the troposphere. It is not surprising then
that considerable research has been devoted to understanding the sources of
planetary waves in the troposphere, their propagation into the stratosphere,
and their interaction with the mean flow.

3.1. Forced Extratropical Waves

The principal mechanisms for forcing planetary-scale quasi-stationary
waves involve orography and zonal variations in atmospheric heating.
Smagorinsky (1953) compared these two methods of forcing linear planetary
waves in a beta-plane model and concluded that the relative importance of
orographic forcing increases with altitude so that the stationary planetary
waves observed in the stratosphere are largely a result of mountains. Subse-
quent studies have come to the same general conclusion [e.g., Lin (1982)]
and the observed stationary waves in the stratosphere appear to be consistent
with this idea. General circulation model experiments in which the moun-
tains are removed show very weak stationary waves in the Northern Hemi-
sphere stratosphere compared to experiments with mountains included
(Manabe and Terpstra, 1974). In the less mountainous Southern Hemi-
sphere the observed stationary waves are much weaker and traveling waves
play an important role in the circulation [e.g., van Loon and Jenne (1972),
Leovy and Webster (1976), and Hartmann (1976a, 1977)].
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In the mountain-no mountain experiments of Manabe and Terpstra
(1974), the addition of mountains decreased the transient waves in the
troposphere but increased them by 50% in the stratosphere. This result is
consistent with the idea that mountains serve as a significant source of
transient planetary-scale wave activity. In the troposphere the stationary
waves generated by mountains compete with synoptic-scale baroclinically
unstable eddies for a limited supply of available potential energy. It is the
reduction of these synoptic-scale traveling waves that results in a decrease in
the transient wave activity in the troposphere. A direct simulation of the
contrast between the hemispheres including seasonal variations has been
described by Manabe and Mahlman (1976). They found that rather signifi-
cant asymmetries between the hemispheres in the stratosphere could be
traced to the more substantial orography in the Northern Hemisphere that
produced a dramatic contrast in the stationary planetary wave amplitudes in
the two hemispheres. Interestingly, the transient wave activity in the strato-
sphere was about the same in the two hemispheres. Hayashi and Golder
(1983a,b) have shown that removing the mountains in a general circulation
model (GCM) simulation increases the eastward-propagating planetary
waves and decreases the westward-propagating waves. They also showed that
the primary source of energy for the eastward-moving waves is conversion
from zonal-mean potential energy, whereas westward-moving planetary
waves in the simulation are forced by wave —wave interactions.

Observational studies of the propagation of planetary waves and their
interaction with the zonal-mean wind have been greatly aided by the trans-
formed Eulerian mean formulation of the governing equations (Andrews
and Mclntyre, 1976, Boyd, 1976; Edmon ez al., 1980). For quasi-geostrophic
scaling the transformed Eulerian mean formulation of the zonal-mean mo-
mentum and heat equations can be written as
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and the components of the Eliassen—Palm (EP) flux vector are given by

-
F = (Fgy, Fp) = Py cos =7, [ ) (3.5)
P

These equations have the virtue that the effect of the eddies on the mean
flow is collected into a single term in the zonal-mean momentum equation.
For quasi-geostrophic conservative waves on a slowly varying mean state,
the EP flux vector is parallel to the group velocity, so that the EP flux vector
should be a good measure of wave propagation (Edmon et al., 1980; Palmer,
1982). Accordingto the “nonacceleration”theorems (e.g., Andrews, this vol-
ume), when waves are steady and dissipationless they do not affect the mean
flow and the divergence of their EP flux is zero. The divergence of the EP flux
is thus a measure of the departure from nonacceleration conditions.

The transformed equations have been very useful for characterizing the
observed planetary wave propagation and interaction with the mean flow.
An example is provided in Fig. 3, which shows the EP cross sections for the
Southern Hemisphere winter of 1979. The stationary or time-averaged
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Fic. 3. Eliassen-Palm flux diagram (a) for the stationary waves and (b) for the transient
components of zonal wave numbers 1 through 3 for the period 14 May - 13 September 1979 in
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contours are shaded, and the scaling factor for the vectorsis 2 X 10'* kg m s~!. The scaling factor
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Yamazaki (1984). Reproduced with permission from Journal of the Atmospheric Sciences, a
publication of the American Meteorological Society.}
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waves propagate upward across the 100-mb surface at about 60°S, as indi-
cated by the long upward-pointing vectors centered near that latitude. Far-
ther up in the stratosphere, the vectors turn more equatorward. This equa-
torward turning is predicted by the linear theory for the refraction of
quasi-geostrophic Rossby waves (Matsuno, 1970; Palmer, 1982). The tran-
sient planetary waves enter the stratosphere slightly more toward the equator
at about 50-55°S but show the same tendency to turn equatorward with
height.

An interesting feature of Fig. 3 is that the vertical component of the EP flux
vector at 100 mb associated with the transient waves is larger than that
associated with stationary waves. This is consistent with the observation that
traveling waves are very important in the Southern Hemisphere in compari-
son to their role in the Northern Hemisphere, where quasi-stationary waves
and the transients associated with them dominate the flow field. Also shown
in Fig. 3 are the contours of the eddy driving of the mean flow. In the upper
stratosphere both stationary and transient eddies are acting to accelerate the
mean westerlies in high latitudes and decelerate them in low latitudes. The
dipole pattern of wave driving in Fig. 3 is interesting, since it is more complex
than the common conception of wave-mean-flow interaction in which
planetary waves propagate upward and uniformly decelerate the westerlies
as they are dissipated [e.g., Andrews et al. (1984)]. This dipole pattern is
believed to be real, since it is associated with a corresponding dipole pattern
in the zonal-mean wind acceleration (Hartmann et al., 1984). For linear
waves on a slowly varying mean flow, a divergent EP flux like that seen in
high latitudes in Fig. 3 implies a source region for the waves. A discussion of
possible sources of wave activity in this region is presented in Section 4.1, but
a general theoretical explanation for this dipole structure is not available at
this writing.

Eliassen—Palm cross sections have been very helpful in diagnosing ob-
served and simulated stratospheric warmings (Holton, 1980; MclIntyre,
1982). The conceptual model of Matsuno (197 1) emphasized the role of the
meridional eddy heat flux associated with an upward-propagating Rossby
wave and its behavior near a critical line. O’Neill and Taylor (1979) pointed
out that the momentum flux is apparently very important in determining the
evolution of observed warmings. This is reflected in the EP flux vectors as a
turning from upward and equatorward to upward and poleward during a
warming (Palmer, 1981; Kanzawa, 1982). This poleward focusing of the
waves is associated with a large convergence of the EP flux and a strong
deceleration of the westerly flow. The poleward turning of the waves seems to
be consistent with the changing refractive properties of the zonal-mean flow
(Butchart ez al., 1982; O’Neill and Youngblut, 1982). The warming process
can thus be viewed as a feedback between the upward propagating planetary
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waves and the zonal flow in the stratosphere. Upward-propagating waves,
through transience and dissipation, modify the mean flow. The distribution
of the refractive index for planetary waves evolves with the mean flow and
alters the propagation of waves within the stratosphere. If an upward flux of
wave activity is occurring when the stratospheric mean flow becomes condi-
tioned to focus the waves into the pole, then a major warming can result.
This conceptual model does not require a critical line in the early stages of
the warming.

Shiotani and Hirota (1985) have compared the wintertime wave - mean-
flow interaction in the Northern and Southern Hemispheres during June
1981-May 1982 by using Eliassen—Palm flux diagnostics. They found in-
stances in both hemispheres when the stratospheric westerly jet was shifted
into high latitudes. The EP flux vectors became focused into high latitudes
during these periods in agreement with linear theory. As a result of this
focusing, rapid deceleration of the westerly winds occurred in high latitudes.
In the Northern Hemisphere this led to the major stratospheric warming of
late January 1982. In the Southern Hemisphere a significant easterly acceler-
ation also was observed, but it was not sufficient to bring about a major
warming. Thus the direction of the EP flux vectors seems to be related to the
wind distribution in the manner expected from WKB theory, but the evolu-
tion of the mean flow toward warming conditions depends sensitively on the
intensity of the westerly winds (greater in the Southern Hemisphere) and the
intensity and duration of the wave driving (probably less in the Southern
Hemisphere).

3.2. Tropical Waves

For studies of the tropical stratosphere, satellite data have generally been
less useful than they are in the extratropics for two reasons. First, because of
the small Coriolis parameter and the consequent frailty of the geostrophic
approximation, near the equator large velocity variations can be associated
with rather small temperature changes. Therefore much greater precision in
the measurement of the temperature field is required to obtain the same level
of accuracy in the inferred wind field. Second, the vertical resolution of
nadir-viewing sounding systems has not been adequate to resolve the vertical
structure of equatorial Kelvin waves in the stratosphere. Kelvin waves pro-
vide the westerly zonal wind accelerations for the quasi-biennial and semian-
nual oscillations.

Data from the Nimbus-7 LIMS (limb infrared monitor of the strato-
sphere) have provided an unprecedented view of the tropical stratosphere.
The limb infrared monitor of the stratosphere measured the radiation emit-



234 DENNIS L. HARTMANN

PRESSURE (MB)

NOVEMBER DECEMBER JANUARY  FEBRUARY MARCH APRIL MAY

Fic. 4. Time-height section of the gradient zonal-mean wind averaged from 8°S to 8°N
inferred from LIMS temperatures data and NMC geopotential at 100 mb. Easterly winds are
dashed. Units are meters per second.

ted along a tangent path to the atmosphere by using cryogenically cooled
detectors (Gille and Russell, 1984) and from these measurements it is possi-
ble to deduce temperature accurately with a vertical resolution of 2 to 3 km.
This is much better than nadir-viewing instruments that have effective reso-
lutions of 15 to 20 km. The LIMS instrument produced data from 25 Oc-
tober 1978 until 28 May 1979 when the coolant was exhausted. Figure 4
shows the zonal-mean gradient wind averaged over the latitude belt 8°N-
8°S during the LIMS operational period. The major features of this diagram
have been confirmed with in situ wind measurements from rockets by Leovy
er al. (1984a). The descent of the upper easterly jet and the region of intense
westerly shear above it are associated with the semiannual oscillation. The
downward-propagating westerly shear zone is maintained by upward-propa-
gating Kelvin waves.

Salby et al. (1984) performed a space —time spectral analysis of the LIMS
temperature data in the equatorial area. They found two well-defined peaks
in the frequency domain for wave numbers 1 and 2. During this period, wave
number 1 had eastward-moving components with periods of 6.7 to 8.6 days
(phase speeds of 54 to 69 ms!)and 3.5t04.0days (115to 135 ms™!). Wave
number 2 also had slow and fast eastward moving components with periods
of 6.0 to 7.5 days (31 to 39 m s~!) and 3.8 to 4.3 days (55 to 62 m s™!). The
faster waves appeared primarily in the upper stratosphere. The vertical
structure of the waves was as predicted by linear theory with the faster waves
having longer vertical wavelengths. The longer vertical wavelengths of the
fast-moving waves reduce the effect of radiative damping, and the fast east-
ward phase speeds allow the waves to propagate easily through the easterly
jet. These fast-moving Kelvin waves undoubtedly are important in provid-
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ing the westerly accelerations required for the semiannual oscillation. The
existence of fast Kelvin waves and their role in the semiannual oscillation
was strongly suggested in rocket data analyzed by Hirota (1978). Hirota
(1979) also found evidence of wave-number-1 Kelvin waves with periods of
4 to 9 days in SCR data. Analysis of the equatorial waves present in the
GFDL SKYHI model by Hayashi et al. (1984) showed essentially the same
Kelvin wave signatures in the stratosphere as are present in the observations.
In addition, they found that gravity waves with periods of a few days and less
play an important role in the momentum budget of the model equatorial
mesosphere.

The Kelvin waves appear to be forced sporadically, presumably by tropi-
cal convection, although attempts to identify specific events in the tropo-
sphere with the initiation of an upward-propagating group of Kelvin waves
have met with little success. An example of a Kelvin-wave pulse propagating
upward is shown in Fig. 5, which is a height - time cross section of the cosine
component of the wave-number-1 zonal Fourier expansion of the tempera-
ture field averaged between 8°N and 8°S. The cosine component is equiva-
lent to the value of the temperature field of wave number 1 at the Greenwich
meridian. Similar figures for other periods have been shown by Coy and
Hitchman (1984). The time interval included in Fig. 5 is the 6 April-28 May
period when the zero wind line and associated westerly shear zone in Fig. 4
have reached about the 5-mb level. We can clearly see downward propaga-
tion of phase and suggestions of upward propagation of amplitude with time
that are expected to occur in association. The wave pattern appears to have a
vertical wavelength of about 15 km and a period of about 10 days, which are
consistent with the values expected for a Kelvin wave. The increase in
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Fi1G. 5. Time- height section of the cosine component of zonal wave number 1 in ths LIMS
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amplitude with height ceases abruptly in the vicinity of the reversal to west-
erly zonal-mean winds around S mb.

It is notable that little evidence of westward-propagating equatorial waves
in the middle and upper stratosphere exists. In their analysis of the LIMS
data, Salby et a/. (1984) found spectral peaks only for eastward moving waves
and very little variance that was asymmetric about the equator. It is possible
that the observing techniques need to be improved still further before these
waves can be detected, if indeed they are present in the upper stratosphere.

4. INSTABILITY IN THE STRATOSPHERE

Observational and theoretical studies discussed thus far have emphasized
the importance of the upward propagation of quasi-stationary planetary
waves from the troposphere and their interaction with the mean flow as the
primary dynamical mechanism of interest in the extratropical stratosphere.
There are several observational aspects of the stratosphere that cannot be
readily explained by this mechanism. One of these is the existence of steadily
eastward-propagating waves in the stratosphere, which are evident in the
Southern Hemisphere. There exist slowly eastward-propagating waves with
periods of a few weeks with broad meridional scales like that of the polar
night jet stream (Harwood, 1975; Hartmann, 1976a; Leovy and Webster,
1976). Rapidly eastward-propagating waves with periods of 2 to 4 days and
narrow meridional scales that are trapped poleward of the polar night jet are
also observed (Venne and Stanford, 1982; Prata, 1984). One would expect
the geographically fixed tropospheric forcing due to mountains to produce a
response that was dominated by its geographically fixed component. The
existence of steadily eastward-propagating modes suggests the possibility of
an instability. The unexplained region of divergent EP flux shown in Fig. 3
also suggests a source region for planetary waves in the stratosphere.

4.1. Instability within the Stratosphere

To investigate the stability of the zonal-mean state in the stratosphere we
should consider the meridional gradient of zonal-mean quasi-geostrophic
potential vorticity. The gradient of quasi-geostrophic potential vorticity can
be defined in the following way [e.g., Matsuno (1970), Hartmann (1979)):

g-%= 2Q cos ¢ -—;11-8—(;-[52—(5 %(cos dnT)]

L 1 p o
-—(29)2asmz¢z<%a—2) 4.1
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The theory for the stability of baroclinic jets in a rotating atmosphere states
that a necessary condition for the flow to be unstable to small wave perturba-
tions is that a temperature gradient at the lower boundary or a reversal of the
meridional gradient of potential vorticity within the atmosphere must exist
(Charney and Stern, 1962).

The distribution of zonal-mean wind and the meridional gradient of po-
tential vorticity for the month of August 1979 in the Southern Hemisphere
are shown in Fig. 6. There are two regions where the potential vorticity
gradient is weak or negative and that might therefore satisfy the necessary
condition for instability. One region is on the equatorward flank of the jet at
about 40°S and the other region is on the poleward flank near 70°S and
40-km altitude. These weak potential vorticity gradients result from very
strong positive meridional curvature of the zonal-mean wind, represented by
the second term on the right-hand side of (4.1). Although the intense strato-
spheric jet during winter in the Southern Hemisphere results primarily from
thermal driving, the potential instabilities result not from the vertical shear
per se, but from the fact that the vertical shear is forced over such a deep layer
and over a narrow range of latitudes. The resulting instabilities can thus be
expected to be primarily barotropic in nature.

The linear unstable waves that grow on a mean state like that shown in Fig.
6 have been investigated by Hartmann (1983). A region of strong meridional
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FiG. 6. Latitude-height section of (a) zonal-mean wind (meters per second) and (b) the
smoothed gradient of potential vorticity (divided by Q = 7.292 X 10~3 s~!) for the month of
August 1979 in the Southern Hemisphere. [From Hartmann (1983). Reproduced with permis-
sion from Journal of the Atmospheric Sciences, a publication of the American Meteorological
Society.]



238 DENNIS L. HARTMANN

curvature of the zonal-mean wind on the poleward flank of the stratospheric
jet gives rise to barotropic instability of zonal wave numbers 1 and 2. Strong
meridional curvature of the zonal-mean wind can be maintained by radia-
tive forcing. For conditions near the altitude of the stratospheric jet during
winter, wave number 1 moves eastward with a period of 3 to 4 days and wave
number 2 moves eastward with a period of 1.5 to 2 days. The phase speeds of
the unstable modes are set by the requirement that they have a critical line
near the latitude at which the potential vorticity gradient reverses sign.
Because the angular velocity of the zonal-mean wind increases equatorward
of the source region, these modes are trapped poleward of the stratospheric
jet and they have their maximum amplitude near 70° latitude.

Waves with these properties have been observed by Venne and Stanford
{1982) and Prata (1984). The phases of the waves are observed to be constant
with height, confirming that they are approximately barotropic, at least at
the altitudes at which their amplitudes are large. The observed meridional
phase shift is consistent with barotropic instability in the majority of cases
shown by Venne and Stanford (1982) and Prata (1984), but it seems to be
variable. Prata (1984) showed a series of synoptic maps that indicated that
the wave-number-1 4-day wave and the wave-number-2 2-day wave tend to
remain phase locked over extended periods, giving the resulting anomalies a
“bloblike” behavior. He suggested that nonlinearity is important in encour-
aging this behavior. The instability of basic states with longitudinal varia-
tions has been investigated by Matsuno and Hirota (1966), Hirota (1967),
and Frederiksen (1982). These studies showed that a mean state composed of
a zonal-mean flow and a wave can be unstable even when the zonal-mean
flow by itself is not. This is an area in which more research could be fruitful.

Hartmann (1983) showed that the region of reversed potential vorticity
gradient on the equatorward flank of the jet can result in unstable modes that
bear many similarities to the observed slowly eastward-propagating plane-
tary waves in the Southern Hemisphere. For wind profiles near marginal
stability the most unstable modes are of planetary scale. These modes propa-
gate eastward, have periods on the order of weeks, and have latitudinal
amplitude structure like that of the mean flow itself. The fatal shortcoming
of these unstable modes as a possible source of the slowly eastward-propagat-
ing variance in the Southern Hemispheric stratosphere is the predominantly
equatorward momentum flux associated with them. The observed momen-
tum flux is overwhelmingly poleward and marks a predominance of equa-
torward wave flux.

The Eliassen~Palm cross sections in Fig. 3 indicate that the equatorward
flank of the stratospheric jet is a region in which the EP flux converges. This
convergence drives easterly accelerations and tends to enhance the positive
meridional curvature of the zonal wind. It seems, therefore, that the waves
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act to maintain the weak potential vorticity gradient on the equatorward
flank of the stratospheric jet. To see this in another way we can consider the
equation for the zonal-mean quasi-geostrophic potential vorticity:

og/dt = —(3/oy)v'q’) + S 4.2)
ogq/dt =—(3/oy)V - F)+ S 4.3)

where (4.3) was obtained by noting that the meridional transport of potential
vorticity by the eddies is equal to the divergence of the EP flux for quasi-
geostrophic scaling and S represents the source of zonal-mean potential
vorticity due to radiative driving and zonal-mean circulations. According to
(4.3) alocalized region of convergent EP flux will produce a dipole pattern in
the potential vorticity tendency with potential vorticity increasing with time
equatorward of the convergence center and potential vorticity decreasing
with time poleward of it. This pattern of wave driving of mean potential
vorticity will tend to reduce the poleward gradient of potential vorticity in
the vicinity of the maximum convergence of the EP flux. Planetary waves
propagating into the tropics will therefore tend to reduce the poleward gra-
dient of potential vorticity where they exhibit a convergent EP flux.

A physical picture of how planetary waves mix potential vorticity on the
equatorward flank of the stratospheric wintertime jet has been presented by
Mclntyre and Palmer (1984). Mclntyre and Palmer characterize the mixing
process as one of the planetary waves “breaking,” wrapping up fluid ele-
ments, and producing mixing. This behavior has been shown even more
clearly in ozone data by Leovy et al. (1985b). Ozone is a quasi-conservative
tracer in the lower stratosphere and is correlated with potential vorticity, a
quasi-conservative property of the flow field. The potential vorticity and
ozone fields show that as the tropics are approached from the mid-latitudes,
the perturbations take on an increasingly pronounced westward and equa-
torward tilt until finally the perturbations vanish in a well-mixed region in or
near the tropics.

Radiative forcing will also tend to produce regions of strong positive
meridional curvature of the zonal-mean wind and a corresponding weak or
reversed potential vorticity gradient on the equatorward flank of the winter-
time stratospheric jet. It is not yet certain what relative contributions radia-
tive driving and wave driving make to the maintenance of the zone or weak
potential vorticity gradients on the equatorward flank of the jet.

4.2. Upward-Propagating Baroclinic Instability

One possible mechanism for producing steadily eastward-propagating
planetary waves in the stratosphere is through the upward propagation of



240 DENNIS L. HARTMANN

baroclinically unstable planetary waves from the troposphere. True propa-
gation with its attendant growth of amplitude with height is possible for
baroclinically unstable modes with low zonal wave numbers and broad
meridional scales (Geisler and Garcia, 1977). Baroclinically unstable modes
of low zonal wave number and narrow meridional scale may exist in the high
latitudes (Hartmann, 1979), but the amplitude of these modes does not
increase with height in the stratosphere.

Mechoso and Hartmann (1982) attempted to trace the structure of the
traveling waves in the Southern Hemisphere stratosphere down into the
troposphere. Westward-propagating waves in the stratosphere were found to
be coherent with westward-propagating waves in the troposphere. There was
very little phase variation with height, so that these were judged to be baro-
tropic modes. The eastward-moving planetary waves show a consistent west-
ward tilt with height, suggesting a more baroclinic character [see also Pratt
and Wallace (1976) and Hayashi and Golder (1977)]. For eastward-moving
components of zonal wave numbers 1 and 2, there was so little coherence
between the troposphere and the stratosphere, that it was concluded that the
dominant eastward-moving waves in the stratosphere are linearly indepen-
dent of those in the troposphere with the same zonal wave number and
frequency. The independence of the waves in the two regions could be
explained by nonlinearity or by the waves in the two regions being linear but
independent. Linear independent waves could be produced by a separate
source of instability in the stratosphere and the troposphere or from two
linearly independent modes originating in the troposphere.,

Two linearly independent modes, one of which would dominate the var-
iance in the troposphere and the other that in the stratosphere, are expected
to result from baroclinic instability associated with temperature gradients at
the lower boundary. These are the Charney and Green modes of classic
baroclinic instability theory. For a general baroclinic mean flow on a sphere,
both of these modes can exist for zonal wave numbers 1 and 2. The Charney
mode for zonal wave number 2 is confined in the high latitudes and has a
relatively narrow mendional scale (Hartmann, 1979). It does not propagate
well, so that its amplitude does not increase with altitude in the stratosphere.
The Green mode has a broad meridional scale with its largest amplitude in
the mid-latitudes (Strauss, 1981). Since its energy is more nearly constant
with height, its amplitude increases dramatically from the troposphere to the
stratosphere. The maximum upward flux of transient wave activity at 100
mb shown in Fig. 3 occurs near 50°S and extends over the latitude range
from 35 to 65°S. This is roughly the latitude band over which Green modes
are expected to have their largest amplitudes.

The results presented by Mechoso and Hartmann (1982) are consistent
with the hypothesis that the tropospheric variance for eastward-moving
zonal wave numbers 1 and 2 is dominated by a tropospherically trapped



SOME ASPECTS OF STRATOSPHERIC DYNAMICS 241

Charney mode and that the stratospheric variance is associated with an
upward-propagating Green mode. They showed a coherent structure within
the troposphere with a narrow meridional scale confined to the high lati-
tudes. There are two amplitude and coherence maxima at about 50°S and
70°S with a rapid phase change of 180° with latitude between them. This
structure is similar to that expected for baroclinically unstable planetary
waves confined to the high latitudes (Hartmann, 1979).

5. CONCLUSION

The basic large-scale behavior of the extratropical atmosphere below 55
km is now reasonably well measured with balloons, rockets, and satellite-
borne instruments. Nonetheless, as techniques of observation and analysis
improve, new phenomena in the stratosphere continue to be discovered.
Recent examples include the identification in stratospheric data of an in-
creasing number of the eigenmodes of an unbounded isothermal atmo-
sphere in uniform rotation [see, e.g., review by Salby (1985))]. These have the
vertical structure of a Lamb wave and the horizontal structure of Hough
functions. The polar modes and the equatorial Kelvin waves discussed in the
body of this paper also have been discovered only recently. Past experience
suggests that any significant increase in observational capability will lead to
the discovery of new phenomena in the stratosphere and better understand-
ing of phenomena that are already known. The potential for new insights
seems particularly great in the equatorial stratosphere. The Upper Atmo-
sphere Research Satellite, to be launched later in this decade, will provide
high vertical resolution measurements of temperature and constituents and,
for the first time, direct wind measurements from space.

While the fundamental mechanisms that make possible the seasonal vari-
ations, the sudden stratospheric warming, the quasi-biennial oscillation, and
other features of the stratospheric circulation have been sketched out, a host
of more refined questions remains. For example, we have observed the
seasonal variation of the zonal-mean wind in the two hemispheres and we
know that both wave driving and radiative heating play important roles in
determining this evolution and its contrast in the two hemispheres. We do
not understand in detail, however, why the zonal-mean wind follows a
particular pattern of seasonal evolution in the two hemispheres and what
factors control that evolution. This question is important since a satisfactory
answer to it is a prerequisite for a complete understanding of downward and
poleward ozone transport in the stratosphere (see Mahlman, this volume).
Closely related questions include the following: What are the precise condi-
tions required for a stratospheric warming? What are the root causes of
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interannual variability in the stratosphere? What role do in situ instabilities
play in the general circulation of the stratosphere?

Many of these and other questions can be addressed with the long se-
quence of maps of stratospheric temperature and geopotential height that is
being built upon each year with operational satellite sounding systems and
conventional measurement techniques. Others will require special observa-
tions or the development of new observational techniques.

A great deal of understanding can be gained from experimentation with
mathematical models of the stratosphere. General circulation models are
now being developed that include the entire stratosphere and mesosphere
[e.g., Fels et al. (1980) and Mahlman and Umscheid (1983)]. The extension
of state-of-the-art GCMs to 80 km will bring to the upper stratosphere and
mesosphere the full synergy between modeling, theory, and observation that
has proved to be so productive of understanding.

Model simulations suggest very strongly the need for a powerful sink of
zonal momentum in the mesosphere [e.g., Holton and Wehrbein (1980)}.
Lindzen (1981) and Weinstock (1982) have described a mechanism whereby
breaking gravity waves could provide the necessary damping of the zonal-
mean momentum and also provide a significant source of turbulent mixing.
New data from surface radar facilities are becoming available and will aid in
the study of gravity waves, turbulence, and short vertical wavelength equato-
rial waves [e.g., Balsley and Gage (1980)].

Observations of the stratosphere collected and analyzed over the past 30
years continue to provide challenges to dynamical meteorologists. In this
paper some of the areas in which progress is being made have been men-
tioned. Improved observing techniques, better hypotheses to be tested, and
more precise model simulations will continue to make observational studies
of the stratosphere an interesting and productive endeavor.
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1. INTRODUCTION

Faced with the complexity of global-scale atmospheric flows, meteorolo-
gists have for many years attempted to compress the volume of information
to be handled, and improve its statistical reliability, by averaging the obser-
vational data in various ways. For example, a standard approach has been to
take the zonal averages of wind, temperature, and other atmospheric fields;
meridional cross sections of such quantities are to be found in almost every
meteorology textbook. Zonal averaging is not appropriate for all applica-
tions, however, and another popular procedure is to perform time averages
over various periods, from days to years in the case of large-scale phenom-
ena. Modern facilities for data collection and handling have led to several
variations on these two basic types of average.

Straightforward averages over a set of points fixed in space-time (or its
analog in which pressure or log pressure is used as a vertical coordinate) are
known as Eulerian averages and are comparatively easy to perform with
standard atmospheric data. Of some theoretical interest, however, are La-
grangian averages, which are taken over an appropriately chosen set of
moving fluid particles. Unfortunately, since detailed information on the
time history of the motion of individual fluid particles is more difficult to
obtain than that of the motion at fixed points in space, such averages have so
far had little direct application to atmospheric phenomena (but see Sections
2 and 6).
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Given any particular average, one can define the deviation or departure of
each atmospheric variable from its mean value. These deviations are often
known as “wave” or “eddy” quantities, in recognition of the fact that in
simple idealized models, such as linearized disturbances to otherwise homo-
geneous states, these deviations can have an obvious “wavelike” character
— for example, a propagating, sinusoidal form. However, it should be borne
in mind that the mathematical procedure of subtracting the Eulerian or
Lagrangian mean value from an atmospheric field may not produce the
physically most satisfactory definition of a “wave.” This is particularly true
when the departure from the mean is of large amplitude in some sense. We
shall, nevertheless, use the word “wave” in this article, in accordance with
common practice.

Owing to the inherent nonlinearity of the equations of motion, there isin
general a coupling between the waves and the mean state. Thus the configu-
ration of the mean flow may influence the propagation of the waves, leading,
for example, to refraction of the “ray paths’; conversely, nonlinear rectified
effects associated with the waves may induce mean-flow changes. We shall
discuss later some dramatic atmospheric examples of both of these aspects of
wave - mean-flow interaction. However, it should be emphasized that one’s
picture of such a two-way interaction process is an artifact of the way in
which “mean flow” and “wave” are defined: if an inappropriate averaging
procedure is used, the picture may become unnecessarily complicated. In-
deed, there are atmospheric phenomena that are undoubtedly of a “wavy”
nature for which any conventional average may well confuse our view of the
dynamics (see the ends of Sections 3 and 6). Nonetheless, the “wave - mean-
flow” approach has successfully elucidated a number of atmospheric phe-
nomena, and the purpose of this paper is to outline the theoretical back-
ground of the subject and to describe some of its applications to dynamical
processes in the stratosphere and mesosphere.

2. THEORETICAL BACKGROUND

An important accompaniment to any form of separation of atmospheric
quantities into “mean-flow” and “wave” parts is the development of a
suitable theoretical framework for the diagnosis and interpretation of data
that are thus separated. One requires quantitative information on both
aspects of the wave-mean-flow interaction, namely, the influence of the
mean flow on the propagation of the waves and the rectified back effect of the
waves on the mean flow. Ideally, the theoretical formalism should also be
capable of providing qualitative physical insights into the two-way process.
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A theoretical framework of this kind has most satisfactorily been con-
structed for the case when the mean is a zonal mean; other types of average,
such as the time average, present additional complications. For the most
part, therefore, we shall discuss the interaction of waves with the zonal-mean
flow, although other kinds of wave-mean-flow interaction will be men-
tioned briefly in Section 6. Furthermore, we shall generally restrict attention
to Eulerian means since, as mentioned earlier, this class of average has been
used in most atmospheric studies despite the theoretical advantages of La-
grangian means (Andrews and MclIntyre, 1978b,c).

We start with the primitive equations in log-pressure coordinates on the
sphere [see, e.g., Holton (1975)]:

(Du/Dt) — (f+ ua~' tan p)v + (a cos )" '@, = X (2.1a)
(Dv/Dt)+ (f+ ua~* tan @Ju+ a~'®, = Y (2.1b)
D8/Dt=Q @.1c)

(a cos )~ {u, + (v cos p),] + pg'(pow), =0 (2.1d)
®,— H-'Rbe—H = () (2.1e)

Here Aislongitude, ¢ is latitude, and z = — H In(p/p,), where pis pressure, p,
a standard pressure, and H a standard scale height; the corresponding veloci-
ties are (u, v, w), @ denotes the potential temperature, and ® the geopotential.
Also, adenotes the radius of the Earth, R is the gas constant for dry air, and x
(#%) equals R divided by the specific heat at constant pressure; X and Y
represent unspecified zonal and meridional forcing terms, respectively, and
Q represents diabatic effects. Finally, py(z) = p,e~*" is a reference density
profile, proportional to p (where p, is a constant); f= 2Q sin ¢ (where Q is
the Earth’s rotation rate); D/Dt = 3/dt + u(a cos ¢)~! 8/dA + va~! 3/d¢p +
w 8/9z is the material derivative; and suffixes 4, ¢, z, ¢ denote partial deriva-
tives.

We next introduce the (Eulerian) zonal average of any quantity ¥(4, ¢, 2,
t), denoted by an overbar:

2n
wip, z,1)=Q2m)"! J; w(d, 0 2, t)dA (2.2a)

and the departure from that average, denoted by a prime:
v'ihozt)=y—y (2.2b)

Primed variables will be referred to as “wave” or “eddy’’ quantities. Stan-
dard manipulations lead to the following equations, in which *“wave-forc-
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ing” terms are written on the right:
u,+ v[(a cos ¢)~'(u cos p), — f1+ wu, — X
= —(a cos? g)"(u'v’ cos? g), — pg (pu’'W’), (2.3a)
v, +a vy, + wo, + u(f+ ua=' tan ¢) + a“‘a‘,—- Y
= —(a cos p)~'(v"? cos @), — pg (P’ W’), — u’?a"" tan ¢ (2.3b)
6, + a8, + wh, — O = —(a cos p)" (6"’ cos p), — p5 (P’ W), (2.3¢)
(a cos p)~!(v cos @), + pg '(peW). =0 (2.3d)
&, — H-'Rfe~*/H =0 (2.3¢)

The wave-forcing terms include the convergences of the eddy momentum
and heat fluxes.

A somewhat more revealing set of mean-flow equations was pointed out
by Andrews and Mclntyre (1976a, 1978a) and Boyd (1976). One candefinea
“residual” mean meridional circulation (0, v*, w*) by

v*=10—ps(po'0’/8), ~ W*=w+ (acosg)(cospv'0/8,), (2.4)

[note that other definitions of the residual circulation are sometimes prefera-
ble; see Andrews and McIntyre (1978a) and Holton (1981)]. On substituting
Egs. (2.4) into Eqs. (2.3) and rearranging, one obtains the following “trans-
formed Eulerian mean” (TEM) set:

u,+ v*[(a cos gy "(u cos ¢), — f1+ w*u, — X= (pea cos 9)"'V - F (2.5a)

W(f+ua'tang) +a"'®,=G (2.5b)

6,+ a~'v*0,+ w*8,— Q= —p5'[py(v'0"6,/ab,+ w'0")], (2.5¢)
(a cos p)~!(v* cos @), + p5 ' (pew™), =0 (2.5d)

®,— H™'Rfe~*H =0 (2.5¢)

where F = (0, F,,, F;), with
Figy= poa cos p[i,p’07/8, — u'v’| (2.6a)
Fiy= poa cos p[{ f — (a cos p)~\(it cos ¢),}v'07/6, — u'w’] (2.6b)

In Eq. (2.5b), G represents all the terms that lead to departures from gra-
dient-wind balance between 1 and ® and can readily be calculated from Egs.
(2.3b) and (2.4).

At first sight, the transformation leading to Eqgs. (2.5) appears to be no
more than a mathematical device. However, it turns out to have the advan-
tage that the wave-forcing terms on the right of Egs. (2.5a,c), unlike those on
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the right of Egs. (2.3a,c), can be shown to depend directly on certain simple
physical properties of the waves. In particular, if the flow is conservative (that
is, X = Y = Q = 0) and the waves are steady and linear, then

V-F=0 2.7)

and the right-hand side of Eq. (2.5¢) vanishes, also. Equation (2.7) was first
derived, under the given hypotheses, by Eliassen and Palm (1961), and the
vector F is now known as the Eliassen - Palm (EP) flux. Andrews and McIn-
tyre (1976a, 1978a) have shown how Eq. (2.7) extends to cases in which the
waves are transient and nonconservative. They derived a “generalized
Eliassen - Palm theorem” in the form

dA/dt + V « F = D + O(amplitude?) (2.8)

where 4 and D are mean quadratic functions of “wave” quantities; their
explicit forms generally involve particle displacements and will not be given
here. The expression dA/dt represents wave-transience effects, vanishing
when the waves are steady, while D contains nonconservative terms (i.e., X,
Y’, and Q’) and thus vanishes when the waves are conservative; the O(am-
plitude®) term represents nonlinear wave effects and vanishes when the
waves are purely linear. [Note incidentally that X, Y, and Qare here assumed
to be O(amplitude?), thus excluding, for example, an O(1) mean meridional
circulation associated with the diabatic heating Q.]

Equation (2.8) makes explicit the dependence of V « F on the physical
processes of wave transience, nonconservativeness, and nonlinearity; more
fundamentally, when the terms on the right-hand side are zero, it takes the
form of a “conservation law’’ for wave properties. The “density” 4 appear-
ing in this law has been named the “wave-activity density” by Edmon et al.
(1980), and the EP flux is then the flux of wave activity. The form of Eq. (2.8)
is simpler than that of the wave-energy equation, which, in the presence of a
basic shear flow, includes terms representing exchange of energy between the
waves and the mean flow. For this reason, Eq. (2.8) has certain advantages as
a diagnostic of wave propagation in complicated mean flows, especially
when A4 is one signed. Moreover, in the limit of “slowly varying” waves, it can
be shown that F/A4 equals the group velocity ¢, (which is only defined in that
limit); thus F can be regarded as a generalization of the group velocity
concept to cases in which the waves are not slowly varying. Examples of the
use of F and Eq. (2.8) as diagnostics of wave propagation in the middle
atmosphere will be described in Section 3.

We can now return to the TEM equations (2.5) and, using Eq. (2.8),
replace V - F in Eq. (2.5a) to show that the wave forcing on the right of that
equation vanishes if the waves are steady and linear and the flow is conserva-
tive. A similar statement holds for the term on the right side of Eq. (2.5¢), and
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it can further be shown that under such hypotheses, and with appropriate
boundary conditions, a possible mean flow is given by

#,=0,=0*=w*=0

(Andrews and Mclntyre, 1976a, 1978a; Boyd, 1976). This is an example of a
“nonacceleration” or “Charney - Drazin” theorem [cf. Charney and Drazin
(1961)] and shows how the waves induce no mean-flow changes under the
stated conditions. [Note that zonally symmetric oscillations, involving a
significant contribution —dv*/dt 1o the term G in Eq. (2.5b), are possible in
principle, but that these are not forced by the waves. In most meteorological
applications, however, G is small and only produces slight deviations from
the thermal wind balance of the mean flow, as can be seen from the equation

i f+ 2ua=" tan ) + (Ha)"'RO, e~ = G, (2.9)

which follows by elimination of ® from Egs. (2.5b,¢).]

As a result of the development of the body of theory associated with the
TEM set [Egs. (2.5)] and the generalized EP theorem [Eq. (2.8)], particular
attention has been paid to the physical processes that violate the nonacceler-
ation theorem [e.g., Dunkerton (1980)]. There has also been an emphasis in
several observational and modeling studies [e.g., Edmon et al. (1980) and
Andrews et al. (1983)] on the use of V * F, rather than the separate eddy
momentum and heat flux convergences, as a measure of the forcing of the
mean flow by the waves, The latter approach is especially appropriate when
quasi-geostrophic scaling holds, since the forcing on the right of Egs. (2.5b,c)
is then formally negligible, leaving (p,a cos ¢)~! V - F as the only wave-forc-
ing term in Eqs. (2.5). Examples of the use of V - F in the interpretation of
this aspect of the wave—mean-flow interaction process will be described
later.

The appearance of the O(amplitude?) error in Eq. (2.8) means that the
terms in the generalized EP theorem [but not the TEM set, Egs. (2.5)] are
given explicitly only for small-amplitude waves. Finite-amplitude results
analogous to Eq. (2.8) can be obtained but require either a “generalized
Lagrangian mean” (GLM) formulation (Andrews and MclIntyre, 1978b,c)
or a restriction to “nonacceleration conditions” (Edmon er al,, 1980, p.
2603; Andrews, 1983b). The GLM formalism in principle provides a finite-
amphitude conservation law, which generalizes the “wave-action” law of
Bretherton and Garrett (1968), and a set of mean-flow equations that lead to
a finite-amplitude nonacceleration theorem. However, direct application of
GLM theory to atmospheric data, and even to numerical models of the
atmosphere, encounters serious difficulties [see, e.g., McIntyre (1980a)]. A
somewhat analogous approach, based on the use of potential temperature
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and Ertel’s potential vorticity as tracers of particle motion, is perhaps more
promising (see Section 6).

The final item to be discussed in this section is the “refractive index
squared” [cf. Matsuno (1970)], defined as

n¥{g, z) = (4 — ac cos p)'ag, — k? sec? 9 — a*f(4N2H?*™' (2.10a)
where
2, = 2 cos ¢ — [(a cos ¢)~(i cos p),l, + 05 (B, /00,); (2.10b)

is the northward quasi-geostrophic potential vorticity gradient, 8,(2) is a
reference potential temperature and N2 = H~'R@,,e~*/%, For quasi-geo-
strophic wave disturbances of zonal wave number k and angular phase speed
¢, superimposed on a basic zonal shear flow #(g, z), n} controls the refraction
in the meridional plane. Thus waves tend to propagate into regions in which
nz > 0 and avoid regions in which n < 0. When meridional wavelengths are
much less than typical meridional scales of # and n%, so that a “slowly
varying wave” or “WKBJ” approach can be used, one can define the group
velocity ¢, and “rays,” which are everywhere parallel to the local ¢, and thus
to the EP flux F. In this limit, “ray-tracing” [e.g., Lighthill (1978)] is a
powerful and revealing technique: the rays (and c, and F vectors) tend to
favor regions of large positive nZ and avoid those of small or negative n%.
Even if the waves are not strictly slowly varying, the EP flux F is frequently
found to behave much as would be predicted by ray theory [cf. McIntyre
(1982)].

3. SUDDEN WARMINGS IN THE POLAR STRATOSPHERE

The stratospheric sudden warming is perhaps the most dramatic large-
scale dynamical event to occur in the middle atmosphere. It takes place in
the Northern Hemisphere winter, a “major” warming happening roughly
every other year, and is manifested by a breakdown and (often) reversal of
the basic zonal-mean polar westerly vortex, accompanied by a rapid rise in
temperature in the stratospheric polar cap. A number of review articles have
been devoted to the phenomenon, examples including those by Labitzke
(1982) (dealing mostly with observations) and Mclntyre (1982) (dealing
mostly with theory). The object of the present section is not to attempt to
summarize the material covered by these reviews, but to indicate how the
theory outlined in Section 2 may help to elucidate the dynamics of sudden
warmings.

There is now little doubt that sudden warmings are intimately linked with
the propagation from the troposphere into the stratosphere of some form of
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large-amplitude “wave disturbance.” This kind of dynamical mechanism
was originally proposed by Matsuno (1971), although some of the details of
his hypothesis have since required modification. In recent years, data from
satellite-borne radiometers have provided a wealth of information on the
development of sudden warmings and their various forms. At the same time,
a hierarchy of numerical models, from the simplest “mechanistic’” models of
the type used by Matsuno to the highly complex numerical forecast models
[e.g., Simmons and Striifing (1983)], have simulated sudden warmings with
differing degrees of fidelity and have also allowed the testing of hypotheses
concerning the nature of the phenomenon. The interpretation of atmo-
spheric and model behavior requires diagnostics with a sound dynamical
basis, and the theoretical developments mentioned in Section 2 have played
a valuable role in increasing our understanding of sudden warmings.

Ray-tracing calculations [e.g., Karoly and Hoskins (1982)] have indicated
that the ultralong stationary planetary waves that are generated in the mid-
latitude troposphere and that can penetrate into the winter stratosphere
normally tend to propagate equatorward, owing to the spherical geometry of
the Earth. This can be verified from observations by plotting suitably scaled
arrows representing the EP flux F for such waves at various points in the
meridional plane, following Edmon ef al. (1980). Typical observed winter
climatological patterns for these arrows are of the form shown in Fig. 1; cf.
Fig. 9 of Hamilton (1982a).

For certain winter conditions, however, this equatorward flux of wave
activity may be partially blocked by the appearance of a patch of negative
squared refractive index n2 [see Egs. (2.10) with ¢ = 0] in the mid-latitude
stratosphere. This may happen, for example, if the polar night jet is farther
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FiG. 1. Schematic meridional cross section showing EP flux vectors under typical winter
conditions. The direction of each arrow gives the local direction of F, and (following a sugges-
tion by M. E. Mclintyre, private communication, 1983) the thickness of each arrow is a measure
of the logarithm of |Fl.



WAVE-MEAN-FLOW INTERACTION 257

50
£
z \\
PN

oS0 U

N.Pole 60° 30 Equ::tor

Latitude

F1G. 2. Schematic diagram of the effect on the EP flux vectors of a patch of negative n{ in the
mid-latitude stratosphere (hatched), showing some focusing into the polar cap.

poleward than usual, leading to a large “curvature” contribution — #,,t0 g,,.
The rays or F arrows will tend to avoid this patch, and some of them may be
focused into the polar cap in the upper stratosphere, as indicated in Fig. 2.

The effect of this focusing on the mean flow can readily be investigated
with the TEM equations. In the quasi-geostrophic approximation, Eq. (2.5a)
reduces to

u,— fo*=(poacos )"V F 3.1

if X is negligible. Values of V * F in the polar stratosphere at the time of a
sudden warming are found to be large and negative [e.g., Palmer (1981a)]. A
physical reason for this is suggested by Eq. (2.8): as wave amplitudes grow
when waves are first focused into the polar cap, d4/d¢ is positive, giving a
negative contribution to V - F. [For an explicit expression for 4 in the
quasi-geostrophic case, see, e.g., Edmon ef al. (1980).] In practice, nonlinear
wave effects and dissipation are also likely to contribute to V « F.

As for the forcing of mean-flow changes by the waves, Eq. (3.1) shows that
the effect of a large negative V - F is enhanced in the high-altitude polar cap,
where p, and cos ¢ are both small. It is, in fact, found that the large negative
force on the right side of Eq. (3.1) is mitigated to some extent by a northward
(positive) v*, but a rapid mean deceleration still results in the neighborhood
of the region of negative V -+ F. This is most easily seen by eliminating v* and
w* from Eq. (3.1) and the quasi-geostrophic version of (2.5c), namely,

0,+ 0, w*=0 (3.2)

where 6,(z) is a reference potential temperature. Thermal wind balance then
allows one to obtain an elliptic equation for u, [see, e.g., Andrews et al.
(1983), Eq. (B.8)]; contributions from Q are negligible for these sudden
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warming events. A rapid rise in temperature in the polar stratosphere is
associated by thermal wind balance with the rapid deceleration, and by Eq.
(3.2) a residual mean descent w* < 0 occurs; on the other hand, the Eulerian
mean w can be positive during warmings. It is also observed that air parcels
tend, on average, to descend during these events (Mahlman, 1969; Dunker-
ton et al., 1981); note, however, that w* is not in general equal to the
Lagrangian-mean vertical velocity.

This description of sudden warmings leaves a number of questions to be
answered. In the first place it is necessary to explain why the polar night jet
moves poleward in some winters, giving the patch of negative ni. Such
“preconditioning” appears, in at least some cases (such as the 1979 warm-
ing), to be due to an earlier wave event. One must also explain why wave
amplitudes grow; one possibility, suggested by Plumb(1981), is that thereisa
near resonance between a stationary wave and a traveling wave that slows
down. Mclntyre (1982) addresses both of these questions.

The preceding discussion, although far from complete, should give the
reader a flavor of the ways in which the theoretical studies described in
Section 2 can provide diagnostics for analyzing and interpreting observa-
tions and models of sudden warmings. Papers that have used these diagnos-
tics include those by Dunkerton et al. (1981), Palmer (1981a,b), Butchart et
al. (1982), O’Neill and Youngblut (1982), and Simmons and Striifing
(1983).

More recent studies, however, suggest that for some planetary wave
events, especially those of large amplitude, the separation into zonal mean
and eddy parts may be an unnecessarily complicated way of viewing the
dynamics. In particular, McIntyre and Palmer (1983) present maps of Ertel’s
potential vorticity on an isentropic surface in the middle stratosphere, which
demonstrate that Rossby waves can attain large amplitudes and “break” as
they penetrate to regions of low basic density p,, rather as ocean waves can
break on a shelving beach. This leads to irreversible mixing of potential
vorticity and important consequences for the stratosphere as a whole. Po-
tential vorticity maps of this kind may eventually provide the simplest
method for analyzing sudden warmings and related phenomena, especially
those that involve large departures from a zonal-mean state. However, a
body of theory, comparable to that outlined in Section 2 and capable of
showing how to interpret such maps in a quantitative way, has yet to be
developed. Even without “breaking” of Rossby waves, the cross-polar prop-
agation oflocalized disturbances (A. O’Neill, private communication, 1983)
may be an important aspect of the dynamics of sudden warmings, and once
again the zonal mean is not a satisfactory form of average for describing such
behavior. Attempts to handle the interaction of zonally asymmetric basic
states with disturbances to such states are discussed in Section 6.
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4. THE QUASI-BIENNIAL OSCILLATION OF THE EQUATORIAL LOWER
STRATOSPHERE

For more than twenty years meteorologists have known of the existence of
the quasi-biennial oscillation (QBO) of the equatorial lower stratosphere.
The form of this oscillation is illustrated by a time-height section of the
monthly-mean zonal wind at a tropical station, shown in Fig. 3. Easterly and
westerly regimes follow one another in a fairly regular fashion, each new
regime appearing at about 30 km altitude and progressing downward to the
tropopause: a complete cycle takes about 28 months. The oscillation has a
latitudinal width of about 12°, and although Fig. 3 only shows conditions at
one longitude, the oscillation is in fact highly zonally symmetric. Reviews of
observations and theories of the QBO are given by Wallace (1973), Holton
(1975, 1983a), and Plumb (1984), for example.

The paper by Holton and Lindzen (1972) (hereafter called HL) proposed a
dynamical mechanism that has formed the basis of nearly all the later models
of the QBO. They suggested a wave-mean-flow interaction process, in
which the alternating bands of westerly and easterly acceleration that occur
in the oscillation are driven by nonlinear rectified effects associated with two
types of observed equatorially trapped, planetary-scale waves: the Kelvin
waves (of eastward phase speed, period approximately 15 days, zonal wave
number 1 or 2, and vertical wavelength 610 km) and the Rossby-gravity
waves (of westward phase speed, period 4-5 days, zonal wave number
about 4, and vertical wavelength 4-8 km). These waves are thought to be
generated in the equatorial troposphere (the precise generation mechanism
is still uncertain), whence they propagate upward into the stratosphere.

Holton and Lindzen’s dynamical mechanism is based on theoretical stud-
ies that indicate that Kelvin waves have a larger vertical group velocity in the
easterlies than in the westerlies and vice versa for Rossby-gravity waves. As
the vertical group velocity decreases, each wave becomes more susceptible to
dissipation: it can further be shown that dissipating Kelvin waves tend to
induce westerly accelerations, while dissipating Rossby-gravity waves tend
(in the latitudinal average) to induce easterlies.

Consider then a period.in which mean easterlies in the lower equatorial
stratosphere are overlaid by mean westerlies in the middle stratosphere.
Kelvin waves propagate readily through the lower easterlies, but less so as
they approach the upper westerlies, where their upward group velocity starts
to decrease and they become increasingly liable to dissipation. As this hap-
pens, they induce westerly acceleration near the level of zero mean wind,
thus moving that level downward. In this way, Kelvin waves can cause the
westerly shear zone (westerlies above, easterlies below) to descend; con-
versely, Rossby-gravity waves can cause an easterly shear zone to descend.
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The viability of this semiqualitative hypothesis must, of course, be tested
in more detailed theoretical models, and these will be described in this
section. Before doing so, it is worth noting that an analogous phenomenon
has been demonstrated by Plumb and McEwan (1978) in a laboratory ex-
periment involving two sets of internal gravity waves of opposite phase
speeds, rather than equatorial waves, interacting with the mean azimuthal
flow in a nonrotating annulus of stratified fluid. Alternate descending bands
of “easterly” and “westerly” flow were observed when the internal gravity
waves were of sufficiently large amplitude.

Theoretical studies of the QBO have mostly used the equatorial beta-plane
approximation, in which the TEM equations can be written

U, + 0¥, — fy) + Wi, = X + (poa)"'V + F (4.1a)
(9/0t)Y By, + H'Re™Hg,) = 0 (4.1b)
6,+0*0,+ w*0,=Q+ ¥ (4.1¢)

vy +po'(pow*), =0 (4.1d)

Here we have taken f= By, y = ap in Eqgs. (2.5), set cos ¢ = 1 in various
places, and replaced Egs. (2.5b,e) by the approximate equation (4.1b), ex-
pressing a time-differentiated thermal wind balance, which is reasonable for
quasi-steady waves under equatorial scaling [see also Eq. (2.9)]. Also, ¥
denotes the term on the right side of Eq. (2.5c¢).

It was shown by Andrews and Mclntyre (1976a) that if the mean flow is
“tall,” in the sense that the mean-flow Richardson number N2u;? is large
and the vertical wavelengths of equatorial waves are much less than the
vertical scale of the mean flow, then Eq. (4.1a) can be approximated by

=(pay'V-F+X (4.2)

if Y= @ = 0. (Andrews and MclIntyre also took X = 0, but this is not neces-
sary here.) In other words, the contribution of advection by the residual
circulation (v*, w*) to the zonal-mean zonal momentum balance is negligi-
ble under the stated conditions. Given sufficient information about the
waves to determine V - F, one can then calculate u, under this approxima-
tion (X is assumed to be small for most purposes here).

To determine the wave structure it is necessary 1o solve the equations for
disturbances to the zonal-mean flow u(y, z, t). In general, these equations are
very complicated, even when linearized; however, if # can be considered
uniform in space and constant in time, linearized analytical equatorial wave
solutions of steady amplitude can be sought in the form

u’ = pg 2 Reldl(y)etlrtme=en] (4.3)

etc., where x is eastward distance. Matsuno (1966) showed that when u =0
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and dissipation is absent, an infinite set of such solutions exists for any given
k and m, each with its own dispersion relation @ = w,(k, m) and latitudinal
structure #,()); the latter functions tend rapidly to zero away from the
equator. Similar solutions occur for constant nonzero «. The two gravest
solutions correspond closely to the observed Kelvin and Rossby-gravity
waves.

Now it was noted in Section 2 that V - F vanishes identically for steady,
conservative, linear waves; this applies in particular to the solutions pre-
sented by Matsuno. Such waves cannot induce mean-flow changes, and in
order to break this nonacceleration constraint one must include dissipation,
transience, or nonlinearity in the waves. The first two of these can be treated
by a WKBJ method that allows for weak dissipation and slow transience; at
the same time weak latitudinal and vertical shear can be included. This
technique was introduced in the present context by Lindzen (1971, 1972)
and extended by Andrews and Mclntyre (1976a,b), who used it to compute
the mean-flow tendency u,in various cases, from Eq. (4.2) with X = 0. These
calculations generally confirmed the heuristic mechanism put forward ear-
lier by HL, although they showed that the latitudinal profile of %, could be
quite sensitive to the relative magnitudes of thermal and mechanical wave
dissipation. [Incidentally, they found that, owing to the nature of Matsuno’s
lowest-order solutions, V -+ F is most readily computed using the generalized
EP theorem Eq. (2.8), rather than directly from Eq. (2.6); indeed, the full
form of Eq. (2.8) was first developed during the investigation of this prob-
lem.]

A more comprehensive theoretical test of the HL mechanism must go
beyond the computation of #, at a single time and must recalculate wave
structures at successive times as the mean flow develops under the influence
of wave forcing. A simple approach is to assume that the waves and u, both
have a meridional scale O(L) and define

0

Uz, t)y=L"! f u(y, z,t) dy (4.4)

which is supposed to vary slowly in z and ¢. By Eq. (4.2) we have

A, d [® ® =

a—“t°=(p(,aL)-lEZJ_°° Fdy+ L LXdy 4.5)
0F /3y integrates out, since F,, — 0 as|y| — . One now calculates quasi-
steady wave structures at each time in the y-independent but slowly varying
flow 1y(z, t): this can be done analytically, given simple forms of the wave
dissipation. Then (pal)~! 8/8z 2 F,, dy is calculated for each relevant
wave mode n, giving some functional %,(i4,), which also depends on the
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wave amplitudes at the lower boundary (taken as close to the tropopause).
The resulting mean-flow equation is essentially that used by HL (although
they did not derive it in quite the way given here). They also parameterized
the last term in Eq. (4.5) as a vertical diffusion K %*4,/dz2, and then inte-
grated

ot az?

forward in time, where the sum =, is taken over the Kelvin and Rossby-grav-
ity waves. The resulting form of 1(z, t) showed a remarkable similarity to the
observed structure in Fig. 3 when suitable wave amplitudes and dissipation
magnitudes were chosen. An important finding is that the 28-month period
depends on parameters such as these, and not on any externally imposed
periodicities.

Further refinements of this one-dimensional model have been made by
several authors, including Plumb (1977), Dunkerton (1981, 1982a, 1983),
and Hamilton (1981b), incorporating various physical effects ignored by
HL. For example, Dunkerton (1981) re-examined the validity of the quasi-
steady assumption in the calculation of the wave structures and suggested
that wave transience is not in fact negligible, while Hamilton used more
realistic forms of thermal dissipation of the waves to improve the simulation
of the vertical structure of the QBO. Dunkerton (1983) also attempted to
assess the importance of easterly forcing by latitudinally propagating plane-
tary Rossby waves.

A next stage beyond the HL model might be to use Eq. (4.2) without taking
latitudinal integrals and to compute the wave structures at each time in a
mean flow u(y, z, r) as was done by Boyd (1978), who used WKBJ methods
in the vertical and numerical methods in the horizontal. So far, however, the
only attempt to use this kind of procedure in a QBO simulation appears to be
the preliminary calculation mentioned by Hamilton (1981a).

The most sophisticated model of the QBO to date is that of Plumb and Bell
(1982a,b), who do not make the “tall”” scaling assumption, but work with a
set of equations essentially equivalent to Egs. (4.1). They solve for the me-
ridional and vertical wave structure at each time step by fully numerical
methods and represent O by Newtonian cooling; a quite realistic-looking
QBO results, with qualitatively reasonable latitudinal structure. They find
that, away from the equator, advection by v* and w* is not negligible in Eq.
(4.1a). They also make the important point that a small vertical grid length
(~0.5 km) is necessary to resolve the wave structure adequately; this is
presumably one reason why even the most sophisticated general circulation
models of the middle atmosphere have as yet failed to produce anything like
a QBO [cf. Mahlman and Umscheid (1984)].

=3 F,(i) + K 4.6)
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It seems fair to conclude that HL’s wave-mean-flow interaction mecha-
nism for the QBO is broadly correct. However, further studies, especially of
the two-dimensional form of the mean-flow development, will be needed
before we can claim to have a comprehensive understanding of all the major
features of the phenomenon.

5. OTHER WAVE-MEAN-FLOW INTERACTION PHENOMENA

In this section we give brief descriptions of a selection of other examples of
wave—mean-flow interaction in the middle atmosphere. This list is not
exhaustive, but it is intended to give the reader a feel for some of the topics of
current meteorological interest that are being investigated with the aid of the
kind of theory discussed in Section 2.

5.1. Breaking Gravity Waves

It has been known for many years [see, e.g., Murgatroyd (1969)] that the
upper mesosphere is far from radiative equilibrium, with the summer meso-
pause much colder than the winter mesopause. Thus net radiative heating
and cooling occurs in this region. At the level of quasi-geostrophic theory,
and if time derivatives are neglected, Eqgs. (2.5a,c) reduce to

—fo*=X+ (pya cos )"V + F (5.1a)
0o, W* =Q (5.1b)

[cf. also Eq. (3.1), in which X was omitted, and Eq. (3.2)]; hence by continu-
ity [Eq. (2.5d)] we have

(2Qa cos p)M[X + (pya cos p)~'V + F] cot p)y = 95 '(peQ/60s). (5-2)

Thus, to the extent that Egs. (5.1a,b) are valid, Q must generally be balanced
by a divergence of the EP flux V ¢ F or the friction term X. [Note that in
many cases one can regard Xand V - F as causing the net diabatic heating Q
and the residual circulation (v*, w*); cf. Kurzeja (1981) and Plumb (1982).
This contrasts with the commonly held notion that Q drives a “diabatic
circulation.”] Scaling arguments suggest that for phenomena whose time
scales are much longer than typical radiative relaxation times, the steady-
state arguments leading to Eq. (5.2) are in fact a reasonable first approxima-
tion. Thus, to explain the departures of the upper mesosphere from radiative
equilibrium, one should look for processes that provide the requisite X or
V-F.
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The question then arises as to what physical mechanisms contribute to the
friction term X. When the quasi-geostrophic equations are used, it is natural
to let V « F represent the divergence of the EP flux associated with the
planetary-scale waves described by quasi-geostrophic theory and to let X
represent contributions to the mean zonal momentum balance from all
smaller-scale phenomena, such as rectified effects associated with gravity
waves, the turbulent Reynolds stress convergence, and molecular viscosity.
The relative importance of X and (p,a cos ¢)~!V - F will depend on the part
of the atmosphere under consideration. For example, the well-known depar-
tures of the stratospheric polar night from a cold radiative equilibrium are
probably mostly attributable to planetary-wave activity there.

Planetary waves are, however, essentially absent in the summer meso-
sphere, and in that region another mechanism is required to explain the
departures from radiative equilibrium. Developing some earlier ideas of
Hodges (1969), several recent studies have suggested that internal gravity
waves may make a sufficient contribution to X to account for the required Q.
Gravity waves (with periods of a few minutes, horizontal wavelengths of
some tens of kilometers, vertical wavelengths of 5 to 15 km, and horizontal
phase speeds up to about 50 m s™!) have indeed been detected in the upper
mesosphere by VHF radars [e.g., Balsley and Gage (1980)]. As these gravity
waves propagate upward, their temperature amplitudes will be expected to
increase with height roughly as pg 172 « ¢#2H (the usual “density effect” for a
compressible atmosphere). Such growth will lead to “breaking,” that is, local
steepening and then overturning of the isentropes. Localized patches of
turbulence are likely to occur, with enhanced dissipation, and the pg '/
growth with height is presumably arrested or at least limited.

A strongly nonlinear process of this kind is clearly difficult to study theo-
retically. However, Lindzen (1981) has developed a nonrigorous but plausi-
ble approach, which essentially assumes that above the breaking altitude
dissipative effects are such as to keep the waves “saturated,” that is, on the
verge of breaking. The resulting X has two parts: first, a contribution
—po(peu’w’), due to the gravity waves (the leading contribution to the EP
flux divergence associated with these waves) and, second, a mean diffusive
term whose diffusion coefficient is supposed to equal that required to keep
the waves saturated. Numerical estimates of X can be several tens of meters
per second per day, and even with some scaling down to allow for the
probable intermittency of breaking events, these calculations suggest that
gravity-wave breaking can account for much of the departure of the upper
mesosphere from radiative equilibrium.

Further investigations and applications of this type of theory have been
performed by Holton (1982, 1983b), Matsuno (1982), Dunkerton (1982b,¢),
and Weinstock (1982), among others. Nevertheless, much needs to be done
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to elucidate the nonlinear dynamics of breaking gravity waves, to assess their
impact on the middle atmosphere, and to compare model predictions with
observational data.

5.2. The Equatorial Semiannual Oscillation

In addition to the QBO and a weak annual cycle (Wallace, 1973), the
equatorial middle atmosphere also exhibits a long-period oscillation with a
6-month time scale. This ““semiannual oscillation” (SAO) is most prominent
near the tropical stratopause and mesopause; the oscillations at these two
levels appear to be in antiphase with one another. Observational details are
given for example by Hirota (1978) and Hamilton (1982b).

The general consensus appears to favor the idea that the westerly accelera-
tions observed in the SAO are due to rectified effects associated with up-
ward-propagating equatorial Kelvin waves, as in the Holton - Lindzen QBO
mechanism. However, the relevant Kelvin waves have higher zonal phase
speeds than those that are observed in the lower equatorial stratosphere and
that are believed to force the QBO westerlies; they have been found in
satellite data by Hirota (1979) and Salby er al. (1984) and in a general
circulation model by Hayashi et al. (1984). The forcing mechanism for the
easterlies in the SAO seems less certain at present. It is likely that the cross-
equatorial advection of zonal-mean easterlies by the mean meridional circu-
lation may contribute (Holton and Wehrbein 1980; Mahlman and Sinclair,
1980), as may horizontally propagating planetary waves from the winter
hemisphere (Hopkins, 1975). Indeed, Mahlman and Umscheid (1984) argue
that both of these mechanisms are important in forcing the observed easter-
lies, the former on the “summer” side of the equator and the latter on the
“winter” side. Dunkerton (1982d) suggests that the breaking of upward-
propagating gravity waves may help to force the mesopause SAO; he also
points out that significant time-mean zonal flows appear in these regions, as
well as the oscillating components, and these are likely to influence wave
propagation there.

5.3. Wave-Mean-Flow Interaction in Some General Circulation Models
of the Middle Atmosphere

In this article honoring Joseph Smagorinsky, it is appropriate to include a
discussion of wave - mean-flow interaction processes in atmospheric general
circulation models (GCMs). Rather than undertaking a comprehensive re-
view of this topic, we shall present here a briefretrospective view of particular
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features simulated by selected models, as interpreted in the light of current
theory. Moreover, we shall mostly restrict attention to those models devel-
oped at GFDL under Dr. Smagorinsky’s leadership.

The first comprehensive GCM to include a portion of the stratosphere was
the pioneering model of Smagorinsky et al. (1965). This was a hemispheric
nine-level model, forced by annual-mean insolation, and although it only
included two or three levels in the stratosphere, it obtained some indication
of a mid-latitude temperature maximum there, in accordance with observa-
tion. The authors noted a fact that was frequently to be found by later
modelers and observationalists, namely, the near cancellation in the heat
balance [Eq. (2.3¢)] between the advection by the Eulerian-mean meridional
circulation and the eddy heat flux convergence.

A next step, taken by Manabe and Hunt (1968), was to increase the
vertical resolution to 18 levels, including about 10 in the stratosphere. Not
surprisingly, the model simulated observed conditions more closely than did
the earlier one, although the lower polar stratosphere was still some 10 K
colder than annual-mean observations.

Full global coverage and seasonally varying insolation were incorporated
in the 11-level GCM (including 5 stratospheric levels) used by Manabe and
Mahlman (1976). This model successfully simulated a number of aspects of
the observed seasonal variation of the stratosphere, including the reversal of
zonal-mean zonal winds from winter westerlies to summer easterlies. It also
simulated quasi-stationary planetary waves in the winter (but not the sum-
mer) stratosphere, in qualitative agreement with observations and the simple
linear theories of Charney and Drazin (1961) and Matsuno (1970). How-
ever, the polar night stratosphere was too cold, and the associated westerly
polar night vortex was too strong.

A considerable increase in vertical resolution was introduced by Fels et al.
(1980), whose 40-level SK YHI model extended from the ground to about 80
km. Their main aim was to study the stratospheric effects of perturbed ozone
and carbon dioxide amounts, but their simulations also contain many inter-
esting dynamical features. Among other things, they investigated the role of
the “dynamical heating” term D/Dt, which by (2.1¢) balances the diabatic
term ; in the middle atmosphere, the latter depends only on the net radia-
tive heating. Fels et al. showed that in experiments involving perturbed
chemical constitution it is frequently a good approximation to take the
long-term zonal average of D8/Dt as given (the “fixed dynamical heating”
approximation); the response to the perturbation can then be determined by
a purely radiative calculation using the average D8/Dt from a “control” run
of the GCM.

The study by Andrews er al. (1983) applied “Eliassen-Palm diagnostics”
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to the SKYHI model, employing the EP flux F to describe planetary-wave
propagation in an annual-mean insolation run and the TEM equations (2.5)
to discuss the forcing of the mean flow by the waves. It also examined the
reasons for the near cancellation between eddies and mean flow mentioned
earlier. This cancellation or compensation can occur in both the mean
momentum equation and the mean thermodynamic equation; close to the
“nonacceleration limit” it will be more prominent in the standard Eulerian-
mean equations (2.3a,c) than in the TEM equations (2.5a,c). However, when
the zonal-mean diabatic heating Q is significant, as it frequently is in atmo-
spheric applications, and if mean-flow time scales are much longer than
typical radiative relaxation times (or if long time averages are performed),
then Egs. (5.1) and (5.2) may be reasonable first approximations for quasi-
geostrophic flows, and compensation will occur in the TEM equations as
well.

Mahlman and Umscheid (1984) have used insights from the two previous
studies to examine the behavior of the SKYHI model under seasonally
varying insolation. In particular, they conclude that the over-strong polar
night vortex, present in this and earlier models, can be attributed to the
(negative) zonal force per unit mass (g, a cos ¢)~'V * F + X [cf. Eq. (2.5a)]
being too weak in the model stratosphere, probably because of insufficient
wave activity there. Equivalently, the winter polar stratospheric temperature
is too near to a cold radiative quasi-equilibrium because the diabatic heating
Q associated with that force [cf. Eq. (5.2)] is too small. The cold winter polar
stratosphere in other models, such as the U.K. Meteorological Office model
(O’Neilt er al., 1982), probably occurs for the same reason.

Other problems still remain with the simulation of wave-mean-flow in-
teraction phenomena in GCMs like these. For example, zonal-mean easterly
winds are too strong and temperatures too warm in the summer upper
mesosphere compared with observation (Mahlman and Umscheid, 1984),
presumably because of deficiencies in the parameterization of frictional
effects associated with breaking gravity waves (see Section 5.1). Moreover, a
quasi-biennial oscillation is not found in the model (see Section 4). On the
other hand, a “minor” warming was reported by Mahlman and Umscheid
(1984), and a ‘“‘major” warming has occurred in a version of the model
incorporating higher horizontal resolution (J. D. Mahiman, personal com-
munication, 1983). Comparison of the dynamics of these warmings (and
other events taking place during long runs of the GCMs) with similar phe-
nomena in the real middle atmosphere should continue to be aided by some
of the ideas stemming from wave —mean-flow interaction theory. It is also
likely that the theory will continue to help in the diagnosis, and perhaps cure,
of shortcomings in the models.
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6. ConcLusiONs AND FUTURE OQuUuTLOOK

This paper has described some of the most significant examples of the
interaction of waves with the zonal-mean flow in the stratosphere and meso-
sphere, and the ways in which recent theoretical studies have provided a
framework for the diagnosis and interpretation of the dynamics of these
phenomena.

It was mentioned in Section 1 that other types of average, such as the time
average, have also been used in many atmospheric studies. The theory of the
interaction of transient disturbances with the time-mean state is more com-
plicated and less well developed than that for disturbances to the zonal mean.
In the first place, although a conservation law for wave propagation, analo-
gous to Eq. (2.8), can be derived under quasi-geostrophic scaling (Andrews,
1983a), it involves highly differentiated quantities that may be difficult to
evaluate from observations. Further approximations involving a separation
of scales between the eddy statistics and the mean flow may be needed if
practically useful wave conservation laws are to be derived (Plumb, 1985).
The feedback of the disturbances onto the mean flow also presents difficul-
ties. Although a generalization to three dimensions of the “residual circula-
tion” concept can reduce the eddy forcing of the time-mean flow to a zonal
body force and an inhomogeneous lower boundary condition under suitable
scaling (Hoskins et al., 1983), the calculation of the three-dimensional re-
sponse to such forcing may still be quite complicated. Ata more fundamen-
tal level, the notion of the eddies “maintaining’ the time-mean state may be
difficult to formulate very precisely, if only because the removal of the time
dependence by the averaging process blurs ideas about causality. This prob-
lem is compounded by the fact that the transient eddy structures, and there-
fore the eddy-forcing terms, are likely to depend on the mean-flow configu-
ration (particularly its zonal asymmetries) even more than in the
zonal-mean case. Thus eddies and mean flow are very tightly coupled, and a
clear separation of their interaction into the propagation of the eddies in the
time-mean state and their feedback onto the mean state may be difficult to
accomplish. As yet, most of the studies of this type have had tropospheric
applications in mind (such as the maintenance of “storm tracks” over the
oceans), although similar techniques may be required to deal with the propa-
gation of Rossby waves in zonally asymmetric stratospheric flows (see the
end of Section 3).

It was also mentioned in Section 3 that a recent observational study by
McIntyre and Palmer (1983) of a breaking planetary wave in the stratosphere
presented maps of an approximation to Ertel’s potential vorticity
(P=p~'w « V6, where w is the absolute vorticity and p is density) on an
isentropic surface. They demonstrated that it is just feasible to derive this
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quantity from current satellite measurements and indicated its usefulness as
a dynamical diagnostic. Their study did not attempt any kind of “wave -
mean-flow” separation, and indeed the dynamical interpretation of the
event would have been much more complicated if a standard “wave —zonal-
mean’” separation had been used, even in the economical TEM formalism.
This diagnostic technique may well prove fruitful in other areas, provided
that P can be calculated with sufficient accuracy from data. However, al-
though such potential vorticity maps give qualitative hints on the dynamical
processes that are operating (such as wave propagation and irreversible mix-
ing), a theoretical framework for quantitative diagnosis is desirable. One
possible approach might be to use the quasi-Lagrangian intersections of P
surfaces and 6 surfaces as reference lines [cf. McIntyre (1980a,b) and Katz
and Lynden-Bell (1982)]. This approach has affinities with the GLM tech-
nique of Andrews and Mclntyre (1978b); for example, the Kelvin - Bjerknes
circulation theorem applied to such a “P8line” is analogous to Theorem I of
that paper.

Ideas about atmospheric wave - mean-flow interaction may perhaps be at
the beginning of a new period of transition. It has been shown in this paper
how recent developments in the theory of the interaction of waves with
zonal-mean flows have provided new tools for the analysis and under-
standing of phenomena like the stratospheric sudden warming and the QBO.
One can argue that such tools are more physically based and potentially less
misleading than some of those used hitherto [see, e.g., Edmon et al. (1980),
Dunkerton et al. (1981), Plumb (1983), and Andrews et al. (1983)]. How-
ever, new observational studies are bringing to light atmospheric phenom-
ena that cannot satisfactorily be handled with these tools. We have seen that
the development of theoretical techniques for treating such phenomena is
attended by formidable problems, but that there are several avenues that
offer the possibility of deeper physical insights into these processes.

If such techniques are successfully introduced, we must still keep in mind
the danger that the routine calculation of diagnostic quantities—so easily
generated by computer nowadays — may lull us into a false sense of security
about our understanding of the phenomena under consideration. Continual
close collaboration among theoreticians, modelers, and observationalists
will be needed to avoid pitfalls of this kind.
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1. INTRODUCTION

The terrestrial middle atmosphere comprises the region between roughly
200 and 0.01 mb—about 10 to 80 km. Its boundaries are not arbitrary; it isa
statically stable region in which the effects of latent heat release and clouds
cease to be important. It lies below that part of the atmosphere in which
electromagnetic phenomena play a decisive role.

While a full understanding of the physics of the troposphere of necessity
involves consideration of processes that are extremely difficult to model
from first principles, this would seem not to be true of the middle atmo-
sphere. It is therefore an ideal place to evaluate our present understanding of
atmospheric physics and chemistry. There appear to be few places to hide
here; no adjustable cloud amounts, surface drag coefficients, or sea-ice pa-
rameterizations are available as tuning knobs to allow us to bring theory into
agreement with observations.

It is therefore of particular interest to examine how well our current
generation of general circulation models (GCMs) do in simulating the mid-
dle atmosphere. By so doing, we may hope to get an indication of the
strengths and weaknesses of the models. More important, we may, if we are
lucky, learn something about how the real atmosphere works.

Of particular simplicity in the middle atmosphere is the calculation of
diabatic heating, for this is largely due to the radiative effects of a few gases.
Ozone, carbon dioxide, and water are the most important of these, with
methane and the various oxides of nitrogen playing a smaller role. In the
upper mesosphere, absorption of ultraviolet radiation by molecular oxygen
is important, and in the lower stratosphere, aerosols can play a significant
part.
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There has been a great deal of laboratory and theoretical work over the
past 60 years with the goal of elucidating the basic spectroscopy of these
gases. The subject is by no means closed; there remain uncertainties in the
precise shape of the line profile, the behavior of line widths with temperature,
and the nonadditivity of the absorption due to overlapping spectral lines, for
example. Nonetheless, these are almost certainly of secondary importance in
the middle atmosphere, and for a given specification of constituents, it is
probably possible to calculate separate heating and cooling rates to within 10
or 20%. As we shall see presently, such accuracy is adequate for answering
many, but not all, questions about the radiative - dynamical interactions in
the middle atmosphere.

In an essay of this length, it is clearly impossible to discuss any subject both
comprehensively and critically, nor am I qualified to do so. Rather, I
shall concentrate on two sets of problems which seem to be of particular
interest at present. These may be phrased roughly as follows:

(1) How far from a purely radiative state is the winter middle atmo-
sphere, and why is it thus?

(2) What role, if any, is played by radiation in the dynamics of wave
disturbances?

These questions are not as arbitrary as they may seem. They both address
aspects of what has, in the past 10 years, come to be a central theme of middle
atmospheric research —the interaction of waves with the mean flow [cf., for
example, the article by Andrews (this volume)]. The manner in which this
comes about can most easily be seen in the context of a simplified mathemat-
ical model similar to one discussed recently by Andrews er al. (1983). While
an oversimplification of the true situation, the model serves well to illustrate
the various ways in which radiation and dynamics can interact.

Andrews et al. consider quasi-geostrophic motion on an f plane. The
time-evolving zonal-mean wind field is determined by the equation

® 8 oloU 9 e o P
[8y2 8p€6p]7+6_p?,517(] V=527 "D
St gp?
€ 1=FRH2 (1.1)

In Eq. (1.1), y is the meridional coordinate, p the pressure, U the zonal
wind, /the Coriolis parameter, and N2 the Brunt - Vaisala frequency; U, is
the zonal mean wind determined from instantaneous radiative equilibrium,
while 7, is the radiative relaxation time. Finally, V - F is the Eliasson - Palm
(EP) flux divergence, which represents the effect of the waves on the zonal
mean,
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The roles played by radiation in this model are therefore threefold:

(1) Through U,, it determines the state to which the mean flow will
evolve in the absence of transience and wave forcing.

(2) Through 1,, it determines the size of the deviations from U, brought
about by transience and wave forcing; other things being equal, the smaller
7, the harder it will be to drive the system away from U,.

(3) The EP flux divergence V + F can be importantly affected by radia-
tive processes. It has been recognized for many years that the mere presence
of waves does not guarantee that they will influence the mean flow: one can
have V + F = 0 even when F # 0. There is a relatively short catalog of mech-
anisms that yield a nonzero V * F, and one of these is the radiative damping
and forcing of the waves.

In the real atmosphere, F is influenced by factors other than radiation,
including other sources of dissipation and the effects of transience, as well as
the structure of the zonal mean wind U. Furthermore, radiative processes are
more complex than (1.1) suggests; they are both nonlocal and nonlinear in
general. A realistic model of the interplay of radiation and dynamics is
therefore of necessity a complex one, in which both mean flow and waves are
coupled to the radiative field.

An understanding of the middle atmosphere thus requires that we deter-
mine the relative importance of the various terms in Eq. (1.1). In what
follows, we shall discuss several aspects of this problem and at the same time
examine the success or failure of several GCMs to reproduce the observed
balances.

2. RADIATIVE IMBALANCES IN THE WINTER MIDDLE ATMOSPHERE

There are several ways of addressing the question of the degree of radiative
imbalance that exists in an atmosphere, and perhaps the simplest is to com-
pare the observed thermal structure with that which would exist were all
dynamical heating and cooling processes suppressed. While not the cleanest
approach for some purposes, it provides a good starting point for further
discussion.

Because radiative processes are essentially local horizontally, we may
compute the radiatively determined temperature profile at a specified lati-
tude as a function of time and height by use of the relation

(dT/de)0, z, £) = Jsw(0, 2, 1) — Orwlz, T, T,(2)] (2.1)

Here, Jgw is the short-wave heating, due largely to absorption of solar radia-
tion by ozone, and therefore requires for its computation a spécification of
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the ozone profile; Q; w is the long-wave cooling rate and depends, in princi-
ple, on the entire temperature profile 7(z). Finally, 7, is the surface tempera-
ture; since our interest here is in the middle atmosphere, we shall take it to be
a specified function of time and latitude.

Figure la shows the latitude - height thermal structure obtained from
these calculations for January 15; Fig. 1b is the observed values taken from
CIRA (COSPAR, 1972).

The observed temperatures in the summer stratosphere agree well with
those calculated by the radiative model. This suggests that dynamical heat-
ing [which is crudely measured by (T u — Taa)/Treal 1S less than 2° day™! in
this part of the atmosphere. Some caution is necessary, however, since the
accuracy of T, in the summer depends strongly on the accuracy of the
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ozone profile predicted by the model, as well as on that of the short-wave
algorithm used.

Of the major discrepancies, one of the most dramatic is certainly the
extremely cold polar night stratosphere in the radiative calculations: at 10
mb, these are too cold by 40° and at 1 mb by 80 to 90°! Equally spectacularis
the failure of the model to produce a warm polar winter and cold solar
summer mesosphere.

The huge radiative imbalance in the polar night is very difficult to explain
as being due to inaccuracies in the radiative calculations. Since there is no
solar heating in this part of the atmosphere, the actual temperature is deter-
mined by the balance between dynamical heating and IR cooling, the latter
being predominantly due to the 15-um band of CO,. What sorts of errors
might there be in this quantity?

The CO, transmittances used in these calculations are those described in
Fels and Schwarzkopf (1981) and are based on the spectroscopic data of the
Air Force Geophysical Laboratory (AFGL) compilation (Rothman, 1981).
We took some care to calibrate our synthetic spectra by careful comparison
with the laboratory data of Gryvnak and his co-workers (1976; Gryvnak and
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Burch, 1978), but unfortunately the absorber amounts, temperatures, and
pressures in the laboratory studies were not appropriate to the range of these
parameters needed in the stratospheric polar night. On the other hand,
cooling rates between 40 and 65 km depend on only two distributions: that of
the line intensities S; and of S;q;, the product of the line intensities and the
Lorentz width. In an important series of papers, Planet and his collaborators
(1978; Planet and Tettemer, 1979) have measured the intensities and widths
of selected CO, lines by using a tunable laser diode. They find values of S; and
o; that differ from those used in the AFGL compilation by on the order of
7%. It is worth noting, however, that the discrepancies in the product S;a; are
much less— about 2%. While these authors also find that the temperature
variation of line width is stronger than that based on simple kinetic theory,
this should not affect the transmittances by more than 10%.

It is therefore difficult to imagine that the CO, cooling rate calculations
could be in error by more than 10-20%. Suppose, however, for the sake of
argument that the errors were as large as 50% — how would this affect things?
Such errors would be equivalent to a corresponding change in the CO,
mixing ratio, and on the basis of the calculations described in Fels et al.
(1980), the temperatures calculated at 50 km should change by 10 to 20°.

Is it possible that there are undetected radiative constituents that we have
failed to include? Even were this to be the case, it could only make the
situation worse at 50 km, since this would lead to even stronger cooling,

It is therefore quite clear that the polar night stratosphere must be very far
from its radiatively controlled state. An appropriate measure of this is the
dynamical heating required to account for the observed thermal structure.
The first careful calculation of this quantity was carried out by Murgatroyd
and Goody in 1958 and gave a value of 6-8° day~! at the polar night
stratopause. Similar calculations were later performed by London (1980), by
Leovy and Wehrbein (1982), and Hamilton (1983). To a remarkable extent,
these confirm the results found by Murgatroyd and Goody.

It is perhaps surprising, in light of the robustness of this result, that some
mechanistic models have used radiative formulations that yield equilibrium
temperatures for the polar night stratosphere much warmer than those
shown earlier. As a result, these models give fairly realistic zonal wind and
temperature profiles even though their dynamical heating is too small. The
reason for this seems to be related to the use of a cooling formulation that is
linear in 7 rather than in the Planck function and that, in addition, neglects
the temperature dependence of line intensities.

The mechanism by which the middle and upper winter stratosphere is
dynamically heated has not been fully resolved. The obvious candidates are
the effects of planetary-scale waves, on the one hand, and those due to
small-scale disturbances such as gravity waves, which are not resolved on
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synoptic maps, on the other hand. Hamilton (1983) has made an interesting
attempt to diagnose the effects of planetary-scale waves on the winter
stratospheric circulation. He finds that, at 1 mb and below, the Eliasson -
Palm flux divergence due to the eddies resolved by the National Meteorolog-
ical Center (NMC) weekly analysis is able to account for the radiative deficit
but that, at 0.4 mb, this is not true. His results are therefore consistent with
the theoretical ideas of Lindzen (1981) and Holton (1982), who suggest that
the EP flux divergence due to gravity waves becomes important just above
the stratopause.

Against this background, we may now examine the behavior of several
GCMs in simulating the winter stratosphere. To my knowledge, there are
only two such models that extend from the ground to the stratopause or
above and for which there are published climatologies: those constructed by
Mahlman and his collaborators at the Geophysical Fluid Dynamics Labora-
tory (GFDL) and that of Hansen and co-workers at the Goddard Institute for
Space Studies (GISS) in New York. We shall come to these presently. There
are, however, several other models that have one or more levels in the lower
stratosphere: the Zodiac model of Manabe and Mahlman (1976), the M30
9-layer spectral model discussed by Manabe et al. (1979), the National
Center for Atmospheric Research (NCAR) 12-layer model of Kasahara et
al., and the NCAR 9-layer Community Climate Model (CCM) are examples.
It is instructive to examine these before going on to truly stratospheric
models.

Even a cursory examination of Figs. 3.2 and 3.3 of Manabe and Mahlman
(1976) shows the GCM temperatures to be much too “radiative,” i.e., too
cold in the polar night stratosphere. The model is too cold by 20 to 25° at 38
mb near the pole, for example. In the same region, the model dynamical
heating is only a few tenths of a degree per day.

An interesting comparison can be made with the results from a seasonal
simulation using an M 30 spectral model with similar vertical resolution and
radiative characteristics described by Manabe ef al. (1979). They find that
the model polar night temperature at 25 mb is close to 210°, in good agree-
ment with observations. Since the radiative formulation used in both models
is virtually identical, the comparison suggests that it is the model dynamics
that are of decisive importance here.

Further evidence comes from recent experiments performed by Raman-
athan and his co-workers at the NCAR (Ramanathan ef al., 1983; Pitcher er
al., 1983; Boville, 1984). In an interesting experiment using the CCM, they
showed that the model generated a realistic polar night simulation if a sound
radiative formulation was used. This radiation package was then degraded
by making several changes, whose effect was twofold: the radiative equilib-
rium zonal wind was strengthened, primarily by altering the short-wave
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heating formulation, and the radiative relaxation time was shortened by
ignoring the temperature dependence of the CO, hot bands. The resulting
GCM simulation showed a dramatically colder polar night stratosphere —
one whose temperature was not far from that of Manabe and Mahlman. The
authors correctly emphasize the important difference between the nature of
the thermal balance in the two cases: in the original run, there is about twice
as much (0.6° day~!) dynamical heating as in the degraded case.

One must be careful in drawing general conclusions from this experiment.
It is certainly true, as the authors state, that the stratospheric simulation is
very sensitive to the radiative formulation used. However, Boville (1984) has
shown that the CCM is also sensitive to the precise manner in which horizon-
tal viscosity is incorporated in the model stratosphere, while D. L. William-
son (private communication, 1984) has found that the vertical difference
scheme used is important. The CCM polar night stratosphere, in short, is
apparently a very delicately poised state. Indeed, when a similar series of
experiments used the NCAR 12-layer grid-point model, the use of the con-
trol radiation package yielded a polar night that was much too radiative.

It is of some interest to note the points of similarity and the differences
between the ““‘control” radiative transfer scheme used in the NCAR experi-
ments and that used in the GFDL models described earlier. Careful compari-
sons carried out several years ago show that the CO, cooling rate formula-
tions give results that agree to better than 10% in the stratosphere. This is
much less than the difference of 0.3° day~! between the control and de-
graded radiation runs discussed by Ramanathan et a/. The NCAR scheme
gives stratospheric cooling rates from water that are about 0.15° day™! less
than those for the GFDL models, primarily due to the low mixing ratio that
was assumed. Finally, the NCAR scheme generates a somewhat smaller
equator-to-polar short-wave heating gradient than does the GFDL scheme.
Thus, were the CCM IR algorithm to be used in any of the GFDL models, it
is unlikely that the polar temperature at 30 km would change by more than
10°.

On the basis of both the GFDL and NCAR experience, therefore, it seems
clear that the polar night temperature is very sensitive to the way in which the
model dynamics is formulated. There is fragmentary evidence that suggests
that spectral models are better able to simulate the EP flux divergence due to
the large-scale eddies, perhaps due to the manner in which mechanical
dissipation is included. The work of Ramanathan and his collaborators has
also shown that in the CCM, at least, if the radiative “‘spring” pulling the
model back toward radiative equilibrium is too strong, there will be a dra-
matic reduction in the amount of dynamical heating in the polar strato-
sphere. If this is not just an artifact of the particular model used but is
characteristic of the real atmosphere, this result may have intriguing impli-
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cations for the response of the stratosphere to increased CO, levels. We shall
return to this question later.

The GFDL SKYHI GCM has 40 vertical levels and extends from the
ground to 80 km. A brief description of the model is given in Fels et al.
(1980), and discussions of more recent model results may be found in An-
drews et al. (1983), Mahlman and Umscheid (1984), and Hayashi et al.
(1984). The results described by Fels et al. are of only peripheral relevance to
our present discussion, since the model they used employed annual-average
radiation and in addition had extremely course (~ 9°) horizontal resolution.
Of much greater interest are the medium resolution (~5°) seasonal experi-
ments described by Mahlman and Umscheid.

A major event in this experiment was the occurrence of a dramatic warm-
ing episode in the mesosphere and upper stratosphere early in February. This
is encouraging and represents a considerable achievement. We shall be per-
versely pessimistic to begin with, however, and concentrate on the prewarm-
ing climatology of the model, as exemplified in the January mean state. In so
doing, we must recognize that the climatology of the real atmosphere in-
cludes such warming episodes, so that we are perhaps being somewhat harsh
on the model.

The results are, at first blush, quite discouraging. The lower stratosphere is
only slightly warmer than in the 1976 results of Manabe and Mahlman, and
this *“cold bias” becomes more pronounced as we continue upward; by the
time 1 mb is reached, the model istoo cold by about 60° at 85°N! What little
dynamical heating there is (about 1° day™!) has, indeed, raised the tempera-
ture about 30° above its radiative value, but this is not terribly impressive.
Although misplaced by almost 20 km, the model does display a modest
stratopause at 70 km; at this height, the GCM temperatures are some 55°
above the purely radiative value.

In looking for possible causes of this major failure, it is useful to examine
the effect of horizontal model resolution on the simulation. In this connec-
tion, we are fortunate that three separate and comparable seasonal runs have
been performed, with horizontal resolution of about 9° (coarse), 5° (me-
dium), and 3° (high). They are referred to as the N10, N18, and N30,
respectively.

Itis important to understand that these models all contain a scale-selective
horizontal dissipation, which acts to prevent the accumulation of energy at
the smallest resolved scale. As the model resolution is increased, the magni-
tude of the dissipation is correspondingly decreased. This has the effect of
making the high-resolution model much less viscous at a given horizontal
scale than that with low resolution.

In Fig. 2 we show the polar-night vertical temperature profiles for each of
the three models. Figure 2a represents the December mean temperature at
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the polarmost point for each model, and Fig. 2b is the same thing at 62°N.
Figure 2c is the polar point but for January.

The December profiles show a heartening improvement in the meso-
spheric temperatures as the resolution is increased. This is true at both the
polar point above 62 km and at 62°N through the entire mesosphere and
upper stratosphere. The improvement corresponds directly to an increase in
the EP flux convergence that acts to decelerate the westerly jet. The dynami-
cal heating produced by this effect in the N30 mesosphere is substantial —on
the order of 15° day™! at 70 km. As we descend, however, the picture
deteriorates: dramatically at the pole and less so at 62°N. At the polar
stratopause, even the high-resolution model yields only ~1° day~! dynami-
cal heating, in contrast with the 8° day~! required by observations. Things
are less bad at 62°N, where the calculated stratopause heating rates are 3-4°
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day™!'. By the time the middle stratosphere is reached, however, the N18 and
N30 are both decisively too cold. At 10 mb, for example, the observed
temperature is 220°, and N30 gives only 200°.

We may summarize the situation for December, then, as follows:

(1) The winter mesopause improves with increasing resolution and is,
for the N30 at least, approaching the observed temperature.

(2) The winter upper stratosphere remains too radiative at the pole but
has improved substantially at 62°N.

(3) The entire winter lower and middle stratosphere is still much too
cold; there has been only marginal improvement at 10 mb and 62°N and
indeed marked deterioration at the pole.

The picture for January is somewhat more hopeful. The low-resolution
results are about the same as those for December, and the medium-resolu-
tion mesosphere is somewhat warmer than the December case, while the
middle and lower stratosphere is cooler. In this connection, we should note
that, on the basis of radiation alone, the January middle atmosphere should
be colder than that in December, so that both the low- and medium-resolu-
tion models are simply mimicking the radiative evolution in what is by now a
depressingly familiar fashion. The high-resolution model, on the other hand,
displays a dramatically warmer lower mesosphere and upper stratosphere;
taken at face value, this is the first time that the model has come even close to
a reasonable-looking zonal-mean temperature structure in this part of the
atmosphere. Although there has been detectable improvement even at 10
mb, the lower stratosphere remains much too cold.

The great improvement in the January simulation is due largely to the
occurrence of a strong warming event that takes place in the middle of the
month and is even more dramatic than the one described by Mahlman and
Umscheid. It is curious, and perhaps completely coincidental , that when the
model is integrated for another full year beyond that described earlier, there
takes place a major winter warming event that begins at about the same time
as that in the previous year.

It seems that these simulations, even with their obvious shortcomings,
hint at an interesting radiative-wave dynamical mechanism that may be at
work in the real atmosphere. This relates to the possible existence of a certain
critical amplitude for planetary waves, below which they become ineffective
at heating the winter pole. In its original form, the idea is due to J. D.
Mahlman.

We begin by noting that the radiative thermal structure near the pole is
uniformly very cold until the edge of the polar night is reached, at which
point there is a very sudden increase in temperature. If we now imagine the
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trajectory of a parcel of air in the presence of a small-amplitude planetary
wave, it is clear that there exists a region in which the parcels never emerge
from the polar night and therefore never experience solar heating. There are
other trajectories, however, that do cross the terminator and hence transport
heat very effectively. As a result, for waves of sufficiently small amplitude,
there will be no dynamical heating near the pole but a sizable amount near
the terminator. This is similar to what is observed in the model simulations
and suggests that there, at least, the small-amplitude approximation is quali-
tatively correct.

Asthe wave amplitude increases, however, there eventually comes a point
at which even those streamlines that pass over the pole cross the terminator
and sample the portion of the atmosphere in direct sunlight. At this point, all
portions of the polar cap are subject to dynamical heating. A very rough
criterion for the critical wave amplitude is that the center of the perturbed
polar vortex be displaced from the pole by something on the order of half the
distance between the pole and the terminator —i.e., that it lie equatorward
of about 80° in December and January.

It isimportant to understand that this process does not exist in the context
of the usual small-amplitude theory. In such calculations, »’T’ at some
latitude 6, will involve (dT°/d6)(6,), the temperature gradient at that lati-
tude, since the amplitude of the wave is infinitesimal. If, however, the ampli-
tude is such that the trajectories pass through regions in which d7°°/d€ is very
different from (d7°/d6)(6,), small-amplitude theory is not valid.

When we examine the climatology of planetary waves at 10 mb [cf., for
example, the compilation of Labitzke (1972)], we find that their trajectory
displacements are such as to put them in the large-amplitude regime. In the
model simulations, on the other hand, the planetary waves are smaller than
observed at 10 mb, even in the N30 case, and, as has already been stated, the
models therefore lie in the small-amplitude range.

We should note that, even in the standard small-amplitude theory, the EP
flux divergence depends strongly on the wave amplitude, so that in practice
there may not exist as sharp a distinction between small- and large-ampli-
tude waves as suggested earlier. Moreover, the more successful the waves are
in smoothing out the sharp radiative terminator, the more applicable small-
amplitude theory becomes.

The size of the trajectory displacement is influenced by the structure of the
zonal wind U in two separate ways — one kinematic and one dynamical. For
a wave of given geopotential amplitude &', the resulting meridional particle
displacement is inversely proportional to U. Indeed, the strength of the
planetary waves as simulated by the N30 model is approximately correct
when measured by @’ (D. S. Graves, private communication, 1984), and the
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too-zonal trajectories are therefore largely due to the excessive size of U. In
addition to the above, @’ itself is influenced by the mean zonal wind as first
recognized by Charney and Drazin (1961). In general, this dynamical effect
acts to increase the size of ¢’ as U is reduced. Both mechanisms act in
congcert, therefore, to increase the zonal asymmetry of particle trajectories as
the polar night temperature rises. If, as we have suggested, the size of the
trajectory displacement is indeed important, there exists the potential for a
strong amplification of any mechanism that acts to warm the polar night or
equivalently to retard the polar-night jet.

The preceding discussion is, of course, no more than a hypothesis at this
point, but it does seem to account for the overall features observed in the
various experiments. In addition, it suggests that models that are only mod-
estly different in the strength of their planetary waves (as measured by the
displacement of trajectories) may differ strongly in their polar thermal struc-
ture.

Additional support for this idea comes from a simulation carried out with
the 21-layer GISS model described by Rind et al. (1984). This GCM displays
arelatively realistic January polar temperature structure, with 7" at 50 km of
about 250°. Several points are relevant here: (1) there is an explicit drag
formulation in the mesospheric layers that acts to reduce the zonal wind
somewhat, even at 50 km; (2) the amplitude of the wave-number-one plane-
tary wave at this height is about two geopotential kilometers, which is larger
than that observed. Because the zonal wind is much smaller than in the
GFDL models and the planetary wave is stronger, the displaced polar vortex
iscentered 10 to 15° off the pole, so that the flow is in what we have called the
large-amplitude regime.

One of the most interesting aspects of the wave-heating mechanism is the
strong dependence of the wave field on the structure of U. The fact that the
N30 model undergoes warming episodes on the same date in two successive
years may be coincidence, of course. It is also possible that it is a manifesta-
tion of the overly strong radiative control of the polar temperature.

In the real atmosphere, there is evidence that suggests that the occurrence
of warmings depends on the existence of a suitably “preconditioned”
structure—one in which vertical propagation of planetary waves near the
pole is allowed (Mclntyre, 1982). This favorable structure is thought to be
the result of previously occurring wave activity in the form of “minor warm-
ings.” In the model simulation, on the other hand, the strong radiative
control of the polar-night jet means that the ability of the stratosphere to
propagate waves should be tightly locked to the annual cycle. It is thus not
surprising should the occurrence of warmings in the model be more regular
than in the atmosphere.
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3. RADIATIVE DAMPING OF WAVES IN THE MIDDLE ATMOSPHERE

The trivial observation that warm air masses radiate more strongly than do
cooler ones explains the mechanism by which atmospheric waves are
damped radiatively, for there is associated with many (but not all) such
disturbances a perturbation T/ of the basic state temperature. This perturba-
tion acts as a restoring force, and its reduction by radiation must act to damp
the underlying wave. Itis evident, therefore, that the importance of radiative
dissipation must depend on the structure of the disturbance. Those whose
dynamics depends only weakly on temperature perturbations (such as exter-
nal Rossby waves) will be less susceptible to damping than will those for
which bouyancy is essential (such as internal gravity waves).

A convenient measure of the effect of damping is the vertical decay length
D, the e-folding distance due to radiation. One can show that for both gravity
and Rossby waves,

D= n,2w*s, 3.1

Here, n, is the vertical wave number for the wave in the absence of damping,
w* the local Doppler-shifted frequency, and 7, the radiative damping time.
Other things being equal, waves with large vertical wavelengths will be less
strongly damped than those with shorter wavelengths.

As has already been pointed out, this damping process can have important
effects on the zonal-mean circulation, since it is precisely the irreversible
action of various dissipative mechanisms that lead to nonzero EP flux diver-
gences. In recent years, therefore, interest in damped waves has been largely
focused on their ability to drive zonal-mean flows. In the preceding section,
we were primarily concerned with the radiative zonal state itself and paid less
attention to the manner in which radiative processes affect the waves; in
what follows, we shall look at this second role in more detail.

We have already discussed the part played by large-scale planetary waves
in the general circulation, and we now recognize that by virtue of their large
vertical wavelength, radiation does not damp them effectively. There are,
however, several other interesting examples of wave-mean-flow interac-
tions in which radiative processes may be important. Among these are the
Holton-Lindzen (1972) theory of the tropical quasi-biennial oscillation
(QBO) and the possible role of radiatively damped gravity waves in the
general circulation of the mesosphere.

A brief consideration of either of these two problems shows that radiative
wave-dynamical interactions differ from those discussed earlier in two im-
portant ways: the process is basically a linear one, and nonlocal effects can be
very important. Linearity is a simple consequence of the smallness of most
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waves when measured by AT/T,, the fractional temperature perturbation.
Nonlocality is more complicated and stems ultimately from the great range
of monochromatic absorptivities present in the CO, spectrum. As a result,
the exchange of photons between layers (which is the essence of radiative
damping) can take place on many different length scales. In relatively trans-
parent portions of the spectrum, distant layers can communicate radiatively,
while, in the opaque portions, it is the local thermal gradients that are
important.

The ideas of linearity and nonlocality are epitomized in the Curtis matrix
(Curtis, 1956). In this formulation, one considers a discrete number of atmo-
spheric layers (say, # of them), labeled by the index i. Let T9 be some
reference temperature profile, Q9 the IR cooling rate associated with it, and
AT, < T9 the deviation of the true temperature from the reference state.
We may then write the most general linear relationship between AT; and Q;
as

Q= QY+ X M, AT, (3.2)
J

The Curtis matrix is just M. Instructive tables for M for CO, cooling have
been given by Leovy and Wehrbein (1982).*

Even a cursory examination of the structure of M shows that while off-di-
agonal terms are important, their size falls off rapidly away from the main
diagonal. This impliesthat if AT;is in some loose sense slowly varying, it can
be brought outside the summation and replaced by its value at level i:

Q; — Q) = AT; 2 Mij (3.3)
J

We notice that we are in effect assuming that the cooling rate perturbation at
each level i can be calculated as though it were due to a uniform perturbation
whose size is T;. The approximation is local in the sense that the perturbation
cooling at each level depends only on the temperature perturbation at that
point.

The quantity ;7 }(®) = Z; M,; evidently represents the decay time for ver-
tical disturbances of very long scale; it is called the Newtonian damping rate
and was first calculated in a form that was both accurate and practically
useful in the well-known 1973 paper of Dickinson.

It is not surprising that waves begin to suffer important nonlocal radiative
effects when their vertical wavelength A, becomes smaller than 2z X the
scale height H (Fels, 1982). Since the gross thermal structure of the middie
atmosphere has a ““half-wavelength” of about 60 km, it is often unnecessary

* There are some important errors in the tabulated values; these are referred to in Leovy
(1984).
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to consider nonlocal effects in computations of the zonal mean radiative
structure.

Many important waves are “evanescent,” or vertically trapped — most
atmospheric normal modes are of this type. These disturbances are asso-
ciated with thermal perturbations that either decay or grow with height less
rapidly than exp(z/2H ). For such waves, too, explicit calculations show that
little error is committed by using the Newtonian damping rate.

The situation is quite different, however, for propagating waves. These
have wavelengths ranging from > 50 km for large-scale planetary waves to
<1 km for internal gravity waves. For all of these, there are dynamically
significant departures from the Newtonian results, and these are always such
as to increase the damping rate.

There is a considerable literature dealing with the radiative damping of
sinusoidal disturbances, and in the past several years, there have appeared a
number of papers that give numerical results or parameterizations of partic-
ular use to dynamicists. These are Fels (1982, 1984), Shevd and Utyakovskiy
(1983), Schoeberl et al. (1983), and Apruzese and Strobel (1984). All of these
works are in good agreement, save that of Schoeberl et al., which gives
radiative damping rates that are much too large for disturbances whose
vertical wavelength is <6 km.

Two important points emerge from these calculations:

(1) The dependence of damping times 7, on the vertical wavelength is
typically of the form C A4, with Sbetween 4 and 1. This is weaker than the A+2
dependence due to diffusion, so that for small scales, radiation is of second-
ary importance.

(2) The damping rate depends strongly on the local reference tempera-
ture T°°, owing both to the variation of line intensities with temperature, and
to the temperature dependence of the Planck function. Typically, damping
rates at 300° are 2 -3 times as large as those at 200° for the same pressure and
vertical wavelength (Fels et al., 1980; Ramanathan er al., 1983).

One may legitimately ask whether scale-dependent radiative damping is of
any dynamical importance, and in this connection, the two examples cited
earlier are of interest.

In the original (1972) Holton - Lindzen (HL) model of the QBO, the entire
EP flux divergence is due to the radiative damping of the Kelvin and mixed
Rossby-gravity waves that propagate into the stratosphere. When first for-
mulated, the dissipation used was based on so-called “photochemically ac-
celerated’”” damping rates (Blake and Lindzen, 1973) that were greater than
those of Dickinson by a factor of 2 to 4. The results from the dynamical
model were very satisfactory; not only was the time evolution of the QBO
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well simulated, but so also was the vertical extent of the oscillation, which is
observed to decay rapidly above 40 km.

It has become clear in the past decade, however, that the photochemical
acceleration calculated by Blake and Lindzen is erroneously large and that
for waves of large vertical scale the results of Dickinson are essentially correct
(Hartmann, 1978; Strobel, 1979). Unfortunately, when the smaller damping
rates are used in the dynamical model, the weaker dissipation allows the
QBO to extend to 50 km (Hamilton, 1981).

One must recognize, however, that the waves involved have scales of less
than 10 km, so that nonlocal radiative effects might be important. Indeed,
when Hamilton used the parameterization of Fels (1982), the stronger
damping due to scale dependence led to a QBO that did not extend above 40
km, just as in the original HL paper. The reason for this lies in the fortuitous
agreement between the non-scale-dependent damping rates with photoche-
mical acceleration (now believed to be wrong) and the relevant scale-depen-
dent damping rates without photochemical acceleration. This is shown quite
clearly in Fig. 3. ,

We have already suggested that internal gravity waves are particularly
vulnerable to radiative damping, and this can have interesting consequences
in the mesosphere, where such waves are believed to provide an important
component of the EP flux divergence (Lindzen, 1981). This comes about not
through the usual dissipative process, but by virtue of the growth of the waves
to such a large amplitude that they become gravitationally unstable and
break, much as do ocean waves on a beach. It is now thought that much of the
zonal momentum sink required in the mesosphere is due to this process.

Underlying this mechanism is the growth of the wave with height due to
the decrease in atmospheric density. This leads to an exponential increase in
the temperature perturbation, T, with a scale height of 2 H — twice that for
the mean-state pressure. It has been observed by Schoeberl e al. (1983),
however, that since radiative processes act to cause such waves to decay,
whether or not they ultimately break depends on whether the quantity
Hn,/Ukz, is greater or less than 1; i.e., whether

HN A (22 \»
Uztrﬂ(ﬁﬂ) >1 (3.4)

Unfortunately, these authors used an incorrect parameterization for 7., so
that their estimates for the critical values of » must be re-examined. As they
correctly recognized, however, the dominant functional dependence in Eq.
(3.4) comes from the n term, and the fact that their radiative parameteriza-
tion is in error is not of great importance. Indeed, one finds that for
Ay = A, = 100 km, all waves with |U — ¢| < 7 m s~! will decay, and for 1000
km, the critical value is 16 m s™'. These are smaller than the values of 13 and
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Fi1G. 3. Scale-dependent radiative damping rates compared with the scale-independent re-
sults from Dickinson (1973) and the photochemical calculations of Blake and Lindzen (1973).
[From Fels (1982). Reproduced with permission from Journal of the Atmospheric Sciences, a

publication of the American Meteorological Society.]

22 ms~! found by Schoeberl er al. but do not obviate their conclusions. This
does not mean, however, that one can be cavalier with the radiative parame-
terization chosen, since the height at which a given wave breaks can be very
sensitive to the damping (Fels, 1984).
In summary, then, radiative damping is of secondary importance for most
planetary waves, basically because of their very large vertical scale. This slow

vertical variation has the further consequence that the Newtonian cooling

approximation can be used without great error. For internal waves, and
many of their equatorial cousins, however, an accurate representation of 7, is
important; for such disturbances, radiative damping can be the dominant
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dissipative process, and their wavelengths are such that the local approxima-
tion is very poor.

Before leaving this topic, we return briefly to our original theme, the
successes and failures of GCMs in simulating the middle atmosphere. In
particular, we may ask whether the present level of vertical resolution —
typically 2 km at the smallest — introduces serious distortion of the radiative
damping process.

The answer depends to some extent on the details of the radiative model
and they way in which temperature is assumed to vary between levels.
Nonetheless, it is reasonable to identify an effective maximum vertical wave
number » as 27/2Az ~ 1.5 km~!. Damping times at this vertical scale are
typically on the order of four to six times those for infinite wavelength, so
that any well-constructed radiation algorithm will yield much greater damp-
ing of gravity and equatorial waves than would a scheme based on Newto-
nian cooling. It is also clear that the gain in radiative dissipation rate for
increased vertical resolution beyond this will be relatively modest—
doubling of z only increases 7, by ~40% in this range. For those nonradiative
processes that are diffusive, on the other hand, a decrease of Az will be much
more important. We expect, therefore, that, as is apparently the case in the
real atmosphere, processes other than radiative ones will control the decay of
waves of very short vertical scale (Fels, 1984).

Although a further increase in vertical resolution should be of little impor-
tance radiatively, it is curious that the same is not true for horizontal resolu-
tion. This follows directly from the result quoted previously, that waves of a
given|U — c|will only grow with height if A, is sufficiently small. For the N 10,
N18, and N30 models discussed in the preceding section, A, = 2000, 1200,
and 650 km, respectively. On this basis, waves will only grow if

{U=¢|> 30 m s™!in the N10 model
> 18 m s~} in the N18 model
> 12 m s~} in the N30 model

Evidently, then, as we increase the horizontal resolution, we introduce
more waves that can grow and therefore break in the upper part of the model.
This might account for the dramatic improvement of winter mesospheric
temperatures that we have commented on previously.

4. A FINAL SPECULATION

An essay of this sort can properly have no conclusion, but it is perhaps
permissible to end by speculating once more — this time on a subject of more
than scientific interest: the response of the middle atmosphere to a large



RADIATIVE-DYNAMICAL INTERACTIONS 297

increase in carbon dioxide. This is, of course, a question par excellence of
radiative dynamical interaction. It is a problem whose solution, we think,
may depend critically on our ability to simulate successfully the middle
atmosphere with large-scale numerical models.

Joseph Smagorinsky has been closely identified with this endeavor for
many years. The examination of this problem has been one of the strongest
and best-known efforts of the laboratory that he founded. It is therefore
appropriate (and perhaps inevitable) that we end with some remarks about
this question.

The chief points have all been made already: that the polar-night strato-
sphere is driven far from radiative equilibrium by the action of waves and
that both the equilibrium state and the radiative restoring force can be
reliably calculated. In terms of our original paradigm,

— 22U~ .)=§;(v ‘F) 4.1

We have also seen evidence that the balance represented by the preceding
equation is a precarious one, largely because of the great sensitivity of V « F
to U itself — for several distinct reasons, decreasing U leads to an increase in
V * F. Indeed, the very failure of the GFDL models to reproduce the ob-
served polar temperatures suggests that the balance is not robust.

How, then, might the temperature change if the carbon dioxide loading
were to increase by a factor of 2? It is relatively easy to ascertain what the
response of U, and 7, will be, for these are purely radiative quantities.

The polar-night radiative temperature will not change by very much, and
in the sunlit regions it can be expected to drop by up to 12° (Fels et al., 1980).
Since U, depends on the horizontal gradient of the radiative temperature, we
expect a decrease in the strength of the radiative polar-night jet of 10 to 20%.
What about 7,? Under a doubling of CO,, this will decrease by about 23%;
i.e., the radiative spring will become stronger. The response of V « F to the
increase in CO,, even holding other factors constant, is not obvious, but if
V - Fis largely due to planetary waves, the role played by radiation should be
secondary. It is not unreasonable, then, to think in terms of a picture in
which the dominant response of the stratosphere lies in a decrease in T,.
Other things being equal then, | U — U;|should decrease by ~ 20%; this would
be the response predicted by assuming that the wave activity is not signifi-
cantly altered by the change in U and is similar to the “fixed dynamical
heating” response discussed by Fels et al. (1980).

It is not impossible, however, to imagine that the real atmosphere is as
delicately poised as are some of the models and that the initial increase in U
will be sufficient to lead to a large decrease in wave amplitude, with a
concomitant further increase in U. In this scenario, the middle atmosphere
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would flip over into a state qualitatively similar to that of the at present
too-radiative GFDL models' This new state would have a far colder polar
vortex and a much more vigorous polar-night jet than the purely radiative
response suggests. Should this rather unlikely eventuality occur, it would
indeed be an interesting radiative dynamical interaction.
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1. INTRODUCTION

*“The wind blows where it wills, and you hear the sound of it, but you do
not know whence it comes or whither it goes” (John 3:8). This biblical
quotation suggests that it has long been recognized that a stationary ob-
server’s perspective on transport has its limitations. It seems to imply that if
one could “ride along” an air parcel, some of the mysteries might be clarified.

This paper is an update on this question as applied to the stratosphere. The
approach will be personal in the sense that the material presented will repre-
sent some of my extended struggles to reduce our perspective on strato-
spheric transport to its simplest essence.

In 1970 I was invited by Joseph Smagorinsky to come to the Geophysical
Fluid Dynamics Laboratory (GFDL) to work on the problem of trace con-
stituent transport in the stratosphere. By that time Joe had already made a
substantial commitment to this problem through support of the pioneering
general circulation model (GCM) transport work of Hunt and Manabe
(1968).

On my arrival at GFDL, I found Joe to be very interested in tracer behav-
ior as a signature of important dynamical processes. He, of course, came
from a rich background of Eulerian diagnostic experience as strongly evi-
denced in his classic paper (Smagorinsky, 1963). At that time, however, he
was highly intrigued by the potential power of using Lagrangian diagnostic
methods. On the other hand, I had been working mainly with Lagrangian
methods and had been rather discouraged by the tendency of parcel trajec-
tories to accumulate serious ambiguities after a few days or so.
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After much discussion the two of us did agree that probably long-term
numerical integrations are best accomplished by using Eulerian methods.
This is especially so if one considers the problems of modeling dissipative
processes, as well as chemical sources and sinks. However, we also agreed
that, in a number of ways, “Lagrangian” can be a less ambiguous way of
thinking about the mechanics of transport.

In the more than a decade that has elapsed since those philosophical
conversations, Lagrangian perceptions have become almost fashionable.
For example, the Lagrangian dynamical techniques that have produced
important generalizations of the so-called nonacceleration theorems (An-
drews and Mclntyre, 1976, 1978a,b) have become accepted by a large com-
munity of stratospheric dynamicists. In fact, for a period it looked as though
all things “Eulerian” were destined to have an “old-fashioned” label. How-
ever, as in most revolutions, the momentum carried too far. Soon it was
realized (Mclntyre, 1980) that Lagrangian diagnostic techniques were beset
with serious technical difficulties when applied to nonidealized problems.

That realization led to a mild retreat into ‘““Lagrangian insight”-oriented
Eulerian diagnostic techniques. The most notable of these is the strong use of
the Eliassen - Palm “‘transformed Eulerian” diagnostics introduced by An-
drews and Mclntyre (1976a) [e.g., Edmon ez al. (1980), Dunkerton et al.
(1981), Palmer (1981), O’Neill and Youngblut (1982), Andrews ez al. (1983),
and Mahlman and Umscheid (1984)].

It was soon realized in a variety of contexts that circumstances leading to
“nonacceleration” conditions (e.g., nondissipative, steady waves) also imply
a “nontransport” situation (Andrews and Mclntyre, 1976b; Clark and
Rogers, 1978; Wallace, 1978; Plumb, 1979; Holton, 1980; Mahlman et al.,
1980; Matsuno, 1980; Pyle and Rogers, 1980). In this context, nontransport
implies that stratospheric air particles are following closed orbits in their
quasi-zonal motions. These realizations opened up a number of new ap-
proaches to understanding the mechanisms of stratospheric tracer transport.
One approach [e.g., Holton (1980)] was to use the transformed Eulerian
equations applied to the tracer zonal-mean balances. This has the advantage
of retaining the practical applicability of Eulerian calculations, but it avoids
the most obvious mistake of Eulerian diagnostics—the large cancellation
between zonal-mean and eddy contributions to the zonal-average balances.

In a similar spirit, Mahlman ez al. (1981, 1984a) and Tung (1982, 1984)
argued that stratospheric tracer transport becomes conceptually simpler
when viewed in isentropic (#) coordinates. This is because the wave-induced
indirect meridional circulation disappears in this framework (Mahlman et
al., 1981). The only systematic meridional circulation in this system results
from the presence of nonadiabatic motion across & surfaces. The isentropic
coordinate is sometimes called a quasi-Lagrangian one because the 6 sur-
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faces become material surfaces for adiabatic motions in a stratified atmo-
sphere. Isentropic coordinates were used by Mahlman et al. (1980) to illus-
trate the character of ‘“‘nontransport” under nonacceleration conditions,
even at finite amplitude. The & coordinate was used by Andrews (1983) to
produce a finite-amplitude Eulerian generalization of earlier nonaccelera-
tion/nontransport theorems.

Mahlman et al. (1981, 1984a) argue that the annual average nonadiabatic
motions in the stratosphere must ultimately result from the effects of dissi-
pating disturbances propagating from the troposphere. They point out that
meridional gradients of diabatic heating must lead to meridional gradients of
a given trace constituent on 6 surfaces. The presence of such tracer gradients
implies that essentially adiabatic processes (e.g., wave transience or wave
“breaking”) can lead to irreversible mixing essentially along the isentropic
surfaces. They contend, using conceptual arguments, that the equilibrium
meridional slopes of stratospheric tracers must result from a competition
between these two processes. The diabatic circulation acts to steepen the
slope of tracer surfaces relative to 6 surfaces, while wave-induced mixing acts
to “flatten” the slope of tracer surfaces back to that of the & surfaces. The
calculations to be presented here can be considered as an examination of this
conceptual perspective.

It is perhaps surprising that the use of isentropic coordinates is offered here
as a way to enhance physical understanding of transport, since the advocacy
of isentropic coordinates is more than a half-century old. Coordinate details
were worked out by Rossby, Montgomery, Starr, and others in the 1930sand
1940s. As a practical tool, however, 6 coordinates were abandoned until the
mid-1950s when Reed (1955), Danielsen (1959), and Reed and Danielsen
(1959) made systematic use of 8 coordinates in their seminal studies of
stratosphere — troposphere mass exchange. Later, detailed analyses were per-
formed by Staley (1960, 1962), Reiter and Mahlman (1965), Danielsen et al.
(1962), Mahlman (1965), and Danielsen (1968). The 68 coordinate has also
been used in numerical models by Danielsen and Diercks (1967), Eliassen
and Raustein (1968), and Bleck (1973), with special emphasis on the upper
troposphere frontogenesis problem.

The use of 8 coordinates in stratospheric dynamics and transport has been
much less common. Isentropic trajectories were computed by Berggren and
Labitzke (1968) to aid in the construction of synoptic charts of ozone mixing
ratio and by Mahlman (1970) to understand the polar heating mechanisms
in a sudden stratospheric warming. Similar calculations were performedin a
mechanistic model of sudden warming by Hsu (1980). McIntyre and Palmer
(1983) have performed potential vorticity analyses on 8 surfaces to provide a
more physical view of stratospheric planetary wave dynamics, especially
“saturation” and “‘wave-breaking” phenomena.
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It is an easy prediction that such Lagrangian-oriented diagnostic perspec-
tives will see increasing use in future stratospheric research. In that spirit the
intent of this paper is to present some 3-D model calculations of transport
that are designed to take advantage of the sharpened insights available from
this quasi-Lagrangian isentropic coordinate perspective.

2. MobpEL DESCRIPTION AND DESIGN OF EXPERIMENTS

We now begin to design a strategy to explore some of the quasi-Lagran-
gian, isentropic coordinate insights outlined in the preceding section. This
will be accomplished by formulating two numerical experiments designed to
simplify the analysis of tracer transport when viewed from the isentropic
coordinate perspective.

The model to be used is the GFDL general circulation/tracer model de-
scribed in detail by Mahlman and Moxim (1978) and as modified in Levy et
al. (1982). The 3-D tracer model uses time-dependent input winds from the
GFDL Zodiac GCM. This GCM is perhaps the most successful in GFDL
history; certainly it is the most thoroughly analyzed and documented. Mete-
orological analyses of this GCM are available in a wide variety of publica-
tions [e.g., Hayashi (1974), Manabe et al. (1974), Hahn and Manabe (1975),
Manabe and Holloway (1975), Manabe and Mahlman (1976), Hayashi and
Golder (1977), Mahlman (1979), and Blackmon and Lau (1980)]. Also, the
model has been applied to problems of meteorological network sampling
(Oort, 1978) and total ozone network sampling (Moxim and Mahlman,
1980).

This general circulation/tracer model has been applied to a number of
trace constituent transport and chemistry problems: stratospheric nuclear
debris (Mahlman, 1973, 1976; Mahlman and Moxim, 1978), ozone (Mahl-
man et al., 1980; Liu et al., 1980; Levy et al., 1984), nitrous oxide (Levyezal.,
1979, 1982), and reactive nitrogen (Levy et al., 1980).

In this work, two new tracer experiments have been designed to illustrate
the physical processes outlined in the preceding section. In both experi-
ments, there are no chemical source or sink terms anywhere. The only
processes modeled are three-dimensional advection (strictly speaking, flux
divergence) and sub-grid-scale diffusion. These experiments can be thought
of as initial value problems in the sense that, at infinite time, the only
solution is constant tracer mixing ratio equal to the global average of the
initial condition.

The first tracer experiment is designed with a very simple initial condition.
The tracer mixing ratio Ry is set on model date 1 January to be equal at every
point to the Jocal value of potential temperature (). Thus, at initial time ¢z,
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the R, distribution is such that there are no gradients of R, along model
isentropic surfaces. This experiment is therefore designed to examine trans-
port from the point of view of how the tracer R, acts to systematically cross
isentropic 8 surfaces. This is designated as the THETA experiment.

The second experiment is given an even simpler initial condition. Here the
initial tracer mixing ratio Ry is set on model date 1 January to be equal to the
local value of the latitude ¢ (in degrees) at every grid box plus an arbitrary
constant of value 1000.

The constant is just to keep the range of mixing ratios small and all the
values positive. In all pictures shown, the constant is subtracted off so that
mixing ratios have a direct labeling of latitude corresponding to that original
value. At time £, the R, field has no vertical gradients anywhere. This experi-
ment can thus be thought of as being set up to explore the mechanisms
leading to horizontal tracer dispersion along isentropic surfaces. In this
sense, the lack of any significant vertical tracer gradients avoids the confu-
sion produced in many tracer problems by the effect of vertical tracer advec-
tion through the isentropic surfaces. This will be called the PHI experiment.

3. THE THETA TRACER EXPERIMENT

In this experiment, many aspects of the interpretation are particularly
simple when the tracer R, is compared against the contours of the potential
temperature §. Shown in Fig. 1 are monthly averages of zonal-mean poten-
tial temperature for January, February, April, and June. Note the generally
poleward -upward slopes of the 6 surfaces in the troposphere and the
poleward -downward slopes in the lower stratosphere. An exception to this
occurs in the winter polar stratosphere where the slopes are again poleward -
upward. This is related to the cold polar vortex in winter. The slope is
somewhat exaggerated due to the excessively cold polar temperatures in the
GCM (Manabe and Mahlman, 1976).

Figure 2 shows the distribution of monthly averages of zonal mean R, for
the same months of January, February, April, and June. To increase ease of
interpretation, the R, = 500 and 700 lines are given in dark, solid lines, while
the positions of the 8 = 500- and 700-K lines are noted as dashed lines. Thus
the drift of the R, isolines relative to their original € surfaces can be readily
visualized. Already in the first month, R, shows significant systematic de-
partures from the 8 surfaces. In particular, higher northern latitudes show R,
dipping below 6, while in the tropics the opposite occurs. In the Southern
(summer) Hemisphere, almost no difference is seen. This behavior already
shows the direct relevance of diabatic processes in producing long-term
vertical tracer transport. The “diabatic” circulation is apparently acting to
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produce upward motion through the 8 surfaces in low latitudes and down-
ward motion through @ surfaces in higher latitudes of the winter hemisphere.
In the Southern Hemisphere, the summertime easterly flow is very nearly in
radiative equilibrium. Thus, it is in the sunlit, strongly heated hemisphere
that the air motion is most nearly adiabatic.

By February, Fig. 2 shows a more pronounced picture of the same pro-
cesses evident in January. In this picture the slope-steepening effect of the
diabatic circulation is much more apparent. In the troposphere for February,
some remarkable changes have occurred. The R, = 320 line has moved
upward in the tropics from about 5 km to about 12 km. On the other hand,
the R, = 310 line has moved downward from about 3 km to ground level.
Such behavior is quite incompatible with the idea of a simple movement
relative to a mean & surface. In fact, it is much more compatible with a
transport dominated by local vertical mixing rather than zonal-mean verti-
cal advection.

Such behavior is not that surprising when the tropics are considered tobe a
place dominated by deep moist convection. Also, it is not so surprising when
one considers the tropical lower troposphere as a place roughly characterized
by nearly constant equivalent potential temperature with altitude. In this
sense, the strong vertical  gradients shown there in Fig. 1 are quite mislead-
ing. The effective stratification is actually very weak; thus strong mixing of
R, across those § surfaces is to be expected.

By April, Fig. 2 shows a troposphere that is essentially well mixed and a
stratosphere R, that is an enhancement of the February pattern in equatorial
and northern latitudes. In southern latitudes, however, a large change has
occurred, showing apparent large downward movement of R,relative to 6. A
more careful look reveals that this is somewhat misleading. It is actually the 8
lines that have moved away from R,. This has happened due to the strong
onset of the polar cooling in early winter leading to an upward movement of
isentropic surfaces. Thus, a conceptual disadvantage of the #-coordinate
perspective has appeared. In this case it is the coordinate that moved (in
physical space) relative to the tracer. Thus, the interpretative advantage of 6
coordinates converts to a disadvantage at this limit.

In northern latitudes for April, something remarkable has occurred. Al-
though the R, slopes are steeper here (than in February) relative to the 0
surfaces, those R’s are virtually unchanged from those of March (not
shown). Did the diabatic circulation cease? The answer is no; the cooling
rates in higher latitudes are as large as for previous months. What has hap-
pened here is that the R, surfaces have come close to what we shall call “slope
equilibrium.” Roughly, the slope-steepening effect of the diabatic circula-
tion has produced large gradients of R, along isentropic surfaces. This leads
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to aslope-flattening opposition mechanism. One effect of the approximately
adiabatic disturbances propagating from the troposphere is to induce irre-
versible horizontal mixing of Ry, essentially along isentropic surfaces. This
competing process will be investigated in the PHI tracer experiment.

This behavior is quite consistent with the conceptual framework offered in
Section 2. Thus, the equilibrium slope of vertically stratified trace surfacesin
the lower stratosphere results from a competition between the slope-
steepening effect of the diabatic circulation and the slope-flattening effect of
irreversible diffusive-type processes acting essentially along isentropic sur-
faces.

For June, Fig. 2 shows a continuation of processes previously mentioned.
The Northern Hemisphere transition to summer conditions has led to large
warmings in the polar regions (Fig. 1). This produces a marked lowering of
the @ surfaces relative to the R, surfaces. Note also, though, the very strong
poleward-downward movement of the R, = 700 line at high northern lati-
tudes. This irreversible transfer is caused by large meandering eddies appear-
ing in association with the seasonal transition from westerlies to easterlies.

In the troposphere, note that the R, slopes are poleward -downward, even
though the 8 slopes are poleward-upward. Note also that R, there is now
rather well mixed in the vertical, especially in comparison to 6. This shows
that the radiative re-establishment of the 6 field is a strong process. Thus, the
concept of isentropic motion can only be valid on the very short (~days)
time scale.

In the Southern Hemisphere, the most pronounced effect is again the
movement of @ relative to R,. In a radiatively controlled (nondynamical)
atmosphere, this would be the only effect since essentially no real transfer of
R, would take place. Interestingly, the Southern Hemisphere stratosphere of
this model is near that limit, since the dynamically induced diabatic heating
rates (those that are not associated with the annual cycle of insolation) are
rather small there.

The preceding results are relevant to a recent comparison of an N,O
simulation using this model (Mahlman et al., 1985) with an observational
study of long-lived trace gases (Bacmeister ef al., 1985). Their comparison
shows conclusively that the model meridional N,O slopes are less steep than
observed slopes by about 25%. Thus, the steep R, slopes shown in Fig. 2 must
be considered as underestimates of that expected from the real stratosphere.

In the context of the R, results given here, the obvious conclusion is that
the slope-steepening effect of the diabatic circulation is not strong enough in
this model. Because the diabatic circulation intensity is due to the degree of
forcing from the troposphere (Mahlman ez al., 1981, 1984), this means that
the GCM is not “dynamical’”’ enough. This is in the sense that the role of
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disturbances in this context is to propagate to the stratosphere, decelerate the
zonal flow, warm up the polar regions (to maintain thermal wind balance),
and thus excite polar diabatic cooling.

Thus, the model deficiency producing meridional tracer slopes that are
not steep enough is directly related to a common deficiency of this and other
GCMs. That is, the polar cap region is too cold (in ail but midsummer
conditions) and the associated zonal winds are too strong. Thus, eventual
solution of the ‘“cold-bias” problem is required before the “flattened R-
slope” problem can be solved. This hypothesis has already received strong
support through a series of GCM experiments using the GFDL 40-level
SKYHI model [first results reported in Andrews et al. (1983) and Mahlman
and Umscheid (1984)]. In those calculations, as the degree of forcing from
the troposphere (as measured by the magnitude of the Eliassen-Palm flux
convergence) gets larger, the polar vortex gets warmer, and the meridional
slopes of an accompanying passive N,O tracer get steeper.

A final consideration for this experiment centers about the character of the
inferred diabatic circulation. Earlier, Dunkerton (1978) argued that a La-
grangian-mean circulation could be identified with the implied circulation
associated with the zonal-mean diabatic heating rate. A crude check on this
hypothesis can be obtained here by comparing the early movement of the R,
isolines in the THETA experiment against the prediction that they will be
displaced vertically at the zonal-mean diabatic vertical velocity

A
W, ~—21% G.1)
g/c, +9T*/dz

where Q/c, is the diabatic heating rate, g/c, the adiabatic lapse rate, 37/9z the
local lapse rate, and ( Y is the zonal averaging operator. This is compatible
with the hypothesis of Dunkerton (1978) and as implied much earlier in the
work of Murgatroyd and Singleton (1961), Danielsen et al. (1962), and
Matsuno (1972).

A comparison of Wy, against the displacements of R, from the initial
position on 1 January to 15 February for a number of latitude-altitude
intersections reveals an interesting behavior. The actual stratospheric dis-
placements of R, from the model exceed those “predicted” by W, by
values ranging from ~ 20 to ~75% in the winter hemisphere. Thus, W,
predicts the sign of the displacements correctly (in sharp contrast to the
thermally indirect Eulerian meridional circulation of the model), but the
magnitude is significantly underestimated. This result is compatable with a
similar estimate made by Mahlman et al. (1980), who used the eddy-temper-
ature variance equation. The argument they gave explaining this effect still
seems relevant in the current context: upward-propagating long-wave dis-
turbances from the troposphere induce a poleward eddy heat flux. These
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eddy temperatures are associated with an eddy diabatic heating. Values
warmer than the zonal mean are associated with eddy diabatic cooling, and
vice versa. Because the warmer air is generally moving poleward (and thus
perturbation Q/c, is negative), the air parcels are generally “sliding under”
the mean 6 surfaces during a typical poleward leg of a parcel trajectory. The
generally heating equatorward trajectories produce the opposite effect; air
parcels rise up through the mean 8 surfaces. For disturbances of large meri-
dional scale, the effect is to enhance net downward movement of tracers in
higher latitudes and upward movement in lower latitudes. Thus the eddy
effect appears to enhance the net efficiency of the extratropical diabatic
circulation by an average factor of, say, 40 & 20%. A more accurate determi-
natijon is beyond the scope of this analysis. Nevertheless, it appears that the
eddy diabatic effect introduces a significant correction to the Dunkerton
(1978) hypothesis.

4. THE PHI TRACER EXPERIMENT

In this experiment, the lack of initial vertical gradients of R leads to a
much simplified perspective on the details of horizontal tracer structure.
This is because the small vertical gradients of Ry strongly reduces the relative
contribution of vertical advection of Ry through isentropic surfaces.

Shown in Fig. 3 is a wind vector-streamline horizontal chart on the 480-K
(=65-mb) isentropic surface for model date 1 January. Many of the features
to be shown can be interpreted relative to this flow pattern. On this date there
is significant westerly flow in both model hemispheres. In the Pacific near
30°Nisa pronounced anticyclone. At higher elevations this feature becomes
the well-known Aleutian high. The tropics are characterized by a complex
but generally easterly flow. In the Southern Hemisphere mid-latitudes,
waves can be seen that are essentially remnants of well-formed tropospheric
extratropical cyclones.

Also given in Fig. 3 are vector-streamline charts at # = 480 K for model
dates 5 and 9 January. Although the flow appears approximately stationary
during this period, two events near 9 January will prove to be of interest. In
the western Pacific near 30°N, a second anticyclone has formed, splitting the
Aleutian high into two distinct cells. In the Southern Hemisphere mid-lati-
tude near 180°W a distinct ridge has formed, terminating a wide region of
northwesterly flow west of the trough near 70°E.

Figure 4 presents a sequence of PHI mixing ratios from 1- 11 January on
the & = 480 K isentropic surface. The initial condition on day 0 (1 January)
shows height-independent zonal isolines. Picked for special emphasis are
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“tubes” of tracer material initially at 48-54°S, 18-24°N, and 48-54°N,
respectively.

By day 1 (2 January, Fig. 4a) the tracer tubes are beginning to distort,
particularly in the vicinity of the “Aleutian” high. On day 2 (3 January) the
18 -24°N tube is starting to bulge northward to the west of the Aleutian high,
while an elongated streamer from the 48-54°N tube is being stretched
southwestward around the high. By day 3 (4 January, Fig. 4b), this streamer
has almost disappeared. This brings up a point of caution in interpreting the
model results. It is always tempting to think of these tubes as material ones
“marked” by the boundaries of a “conservative” tracer on an isentropic
surface. What has actually happened here is the streamer has stretched out
sufficiently that one of its horizontal scales is of the order of the grid size
itself. Thus the model’s highly scale-selective sub-grid-scale horizontal diffu-
sion (Mahlman and Moxim, 1978) becomes activated. As a result, this local
mixing ratio maximum starts to diffuse away and disappear. Presumably,
this process is similar to that expected in the real atmosphere; as elements
stretch to smaller scales, they begin to be acted on by motions of smaller
scale. Thus, such stretching events should ordinarily be regarded as being
essentially irreversible, This leaves a picture of the mixing processes as being
both advective and diffusive in character. It is the advective processes, partic-
ularly in the form of transient events, that ultimately make the smaller-scale
diffusive type processes effective [see also Dunkerton (1980)].

By day 4 (5 January, Fig. 4b) a number of important processes are begin-
ning to be evident. The 48 - 54°N tube shows very little structure and evolu-
tion. In this region, the model shows a tendency for a Lagrangian conver-
gence of particles into the polar-night jet stream [see Mahlman et al. (1980)].
This convergence acts to suppress the tendency for individual blobs to dis-
perse.

In sharp contrast the day 4 tube for 48 -54°S shows a great deal of struc-
ture. To the west of the trough near 50°S, 120°W, the tube has contracted in
meridional scale by about a factor of 3. This arises from the isentropic
convergence there. To the east of the trough, isentropic divergence has
spread the tube laterally by more than a factor of 2. This lateral spreading
suggests caution in interpreting regions of weak gradients as being due to
“wave breaking,” or “mixing.”

The 18 -24°N tube has undergone an important transformation by day 4.
The poleward-moving element has now “broken off” and separated from

Fic. 3. Instantaneous Mercator vector-streamline charts on the 8 = 480 K isentropic surface
for model dates 1, 5 and 9 January [(a), (b), and (c), respectively]. The arrow gives wind
direction, while each barb indicates a wind speed of 5 m s~'.
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the main tube and is rotating around the Aleutian high. On day 5 (6 January)
the same processes are evident, but in a more developed state.

In Fig. 4c the sequence now shifts to 2-day intervals. On day 6 (7 January,
Fig. 4c) there is a remarkable structure in the 48-54°S “tube.” An element
near 120°W is in the process of stretching and breaking away from the main
body. Near 100-160°E a significant isentropic divergence of the 48-54°S
tube is evident. By day 8 the element near 120°W has completely broken off
and is recirculating back toward the main tube.

Also on day 8 (9 January) a new blob of the 18-24°N tube is stretching
poleward near 120°E. This is associated with a developing high in the west-
ern Pacific near 30°N (see Fig. 3). As this transient disturbance grows, it pulls
the tracer elements along with it. By day 10 (11 January) these elements have
broken off and, in fact, form the center of the western Pacific anticyclone.

This is a phenomenon that has been observed earlier in analysis of this
model. As argued in Mahlman (1979), the extremely low potential vorticities
in model troposphere blocking anticyclones come from transient blobs of
low-latitude air being deposited irreversibly into the blocking region. Thus,
in both cases the amplifying anticyclone is “fed” by transient injections of
low potential vorticity air from lower latitudes.

The last chart in the sequenceis given for day 10 (11 January). By 10 daysit
is difficult to tell whether there has been a significant meridional drift of the
tubes (compare with initial condition in Fig. 4a). However, there is a sugges-
tion of a drift toward polar regions in each hemisphere. Perhaps more strik-
ing is the large degree of dispersion evident in the 48-54°S and 18-24°N
tubes. Even more obvious is the large degree of tracer homogenization that
has occurred in the vicinity of the Aleutian high, while gradients remain large
near both the southern and northern edges. This provides an interesting
contrast to the relatively small degree of dispersion that has occurred near the
48 - 54°N tube. This contrast is quite compatible with the drastic gradient in
effective lateral diffusivity for the two-dimensional subset of this model as
diagnosed by Plumb and Mahlman (1985).

5. SUMMARY

As a means of simplifying understanding of stratospheric tracer transport,
a Lagrangian-type perspective is offered through use of isentropic diagnostic
techniques. The GFDL general circulation/tracer model is employed to run
two tracer experiments designed to explore the power of this viewpoint.

The first experiment (THETA) is a conservative (no chemistry) tracer
designed so that at the initial instant (1 January), the tracer mixing ratio is
equal to the local potential temperature at every point in the model. This
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experiment is designed to examine the systematic movement of air across
isentropic surfaces in the stratosphere.

The second experiment (PHI) is designed such that the initial tracer values
are a linear function of latitude only. This allows a simplified perspective on
processes leading to meridional exchange of air essentially along isentropic
surfaces.

The THETA experiment shows a systematic evolution of tracer relative to
isentropic surfaces, compatible with a downward mass flow in high latitudes
and an upward one in low latitudes. In the first couple of months this flux is
larger than that implied by the zonal-mean diabatic circulation alone. An
argument is presented on how an “eddy diabatic” effect can systematically
augment the transport by the zonal-mean diabatic circulation.

By the fourth month the steepening of tracer slopes in the meridional
plane comes to an abrupt halt. This arises because the slope-steepening effect
of the diabatic circulation becomes balanced by an equivalent slope-flatten-
ing process: the effective down-gradient dispersion/diffusion of tracer mix-
ing ratio essentially along isentropic surfaces.

Such exchange on the model isentropic surfaces is examined in some
detail in the PHI experiment. The analysis indicates that this process is rather
complex. The dominant process is mixing induced by stretching and shear-
ing of tracer elements down to horizontal scales small enough to be irreversi-
bly mixed by diffusive processes.
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1. WHY MoDEL MARS?

One of the hallmarks of Joseph Smagorinsky’s leadership of the Geophy-
sical Fluid Dynamics Laboratory (GFDL) has been the broadly based char-
acter of the research. Although Earth’s atmosphere is the primary focus, the
GFDLs program has encompassed problems in all areas of geophysical fluid
dynamics, including planetary atmospheres. In an early review of the use of
general circulation models (GCMs), Smagorinsky wrote, “It is quite clear to
me that the next more fundamental step in general circulation research is to
encompass planetary atmospheres in general. This is not a new idea, but1do
wish to emphasize its inevitability” (Smagorinsky, 1970, p. 36). Geophysical
Fluid Dynamics Laboratory scientists have made notable contributions to
the field [e.g., Williams (1978, 1979); Williams and Holloway (1982); Fels
(1977); Rossow and Williams (1979), Crisp (1983)] with a resulting enrich-
ment of the entire GFDL program. The study of the planets, and of planetary
atmospheres in particular, allows us to stretch our theories and models into
unfamiliar territory and in the process provides clues and inspirations that
can deepen our understanding of fundamental processes taking place on
Earth.

Among the planets, Mars is particularly amenable to study. Relatively
close, its surface is visible through a thin but significant atmosphere so that,
as on Earth, atmospheric heating arises mainly from solar radiation ab-
sorbed at the surface and transferred back into the atmosphere. It is also
similar to Earth in rotation rate, axial tilt, and size (Table I). The rotation
rate, planetary size, and heating distribution are probably the most impor-
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TABLE |. PLANETARY AND ATMOSPHERIC PARAMETERS FOR EARTH AND MARs

Value for Value for
Quantity Units Mars Earth
Equatorial radius a Kilometers 3394 6369
Acceleration of gravity g Meters per 3.72 9.81
square second
Orbital eccentricity — 0.093 0.017
Orbital inclination Degrees 25 23.5
Length of day Seconds 88,775 86,400
Length of year Earth days 687 365
Rotation rate Q Seconds™! 0.709 X 10~4 0.729 X 1074
Surface pressure, p,° Millibars 6-8 1013
Atmospheric visible? optical depth —_— 0.1-10 0.2-100
Atmospheric thermal® IR emissivity € — 0.15-0.8 0.4-1.0
Planetary equilibrium temperature 7, Kelvin 210 256
Mean scale height H¢ Kilometers 10.0 7.8
Adiabatic lapse rate Kelvin per kilo- 4.5 9.8
meter
Mean lapse rate Kelvin per kilo- 2.5 6.5
meter
External rotational Froude number — 1.3 1.7
Qa/VgH*
Internal rotational Froude number — 4.0 5.3
Qa/WI_I
Dimensionless radiative time constant — 70 1000

Q1) =Qp,/C, T,/ geaT )

2 The Martian surface pressure range is due to the seasonal CO, cycle and corresponds to the
mean surface elevation.

b The indicated variations of visible optical depth and thermal IR opacity are due primarily to
dust (Mars) and water clouds (Earth).

¢ Atmospheric scale heights and lapse rates correspond to the lower atmospheres (the tropo-
sphere for Earth, and the region below 15 km for Mars).

4 The external and internal rotational Froude numbers Qa/VgH and Qa/YNH, and the
dimensionless radiative time scale Qr, important for dynamical similarity, are defined in
terms of rotation rate Q, radius a, gravitational acceleration g, scale height H, surface pres-
sure p,, planetary equilibrium temperature T, specific heat at constant pressure C,,
Stefan—Boltzmann constant g, emissivity €, and buoyancy frequency N (N = [gT 7 (97/9z +
gCIIIA).

tant factors controlling the general circulation of a planetary atmosphere.
The external and internal rotational Froude numbers, measuring the ratios
of characteristic external and internal gravity-wave speeds to the planetary
rotational speeds are nearly the same on the two planets, but Mars has a
shorter radiative time scale, so its atmosphere responds more quickly and
more directly to thermal forcing. As a consequence of the general similarities
between the atmospheres of Earth and Mars, studies of the Martian general
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circulation require a stretch of our Earth-based imaginations, but not too
much of a stretch.

There is another and perhaps more interesting reason for studying the
Martian general circulation. Because the heating is sensitive to the dust load
of the atmosphere and the dust load varies from time to time both within
individual years and between years, by studying Mars we can study the
response of the general circulation of an Earth-like atmosphere to a wide
range of heating distributions. It is almost like a laboratory situation except
that nature, not a human investigator, controls the knob labeled “‘heating
rate.”

2. EARLY MODELSs: A FLAT MARS

The first attempt to piece together a picture of the circulation of the
Martian atmosphere was by Seymour Hess (1950). Working with scattered
ground-based measurements of cloud drift and thermal emission tempera-
tures measured by Coblentz and Lampland (1927), Hess constructed an
illustrative ‘““synoptic” weather map. Using the temperatures to fill in ther-
mal winds between the few cloud drift measurements, he produced a map
showing Earth-like features: subtropical anticyclones, prevailing westerlies
in mid-latitudes, and sharp troughs resembling fronts embedded in the
westerlies.

By 1961, the age of planetary exploration had begun. The first planetary
probe, Mariner 2, was launched the following year to Venus, and the first
successful Mars probe, Mariner 4, was launched two years later. It was clear
that detailed data on the planets would eventually become available, and a
few meteorologists had begun to turn their attention toward planetary atmo-
spheres. Yale Mintz of UCLA was the first to apply the rich body of meteoro-
logical theory that had been developed over the preceding 15 years to Mars
(Mintz, 1961). At that time it was generally accepted that the mean surface
pressure on Mars was about 80 mb, 10 times the actual value. Nevertheless,
Mintz recognized that the thin, almost cloud-free atmosphere and desertlike
surface implied a short atmospheric thermal response time, so that the
meridional gradients of atmospheric temperature should be closely tied to
the seasonally varying gradients of surface temperature, with the latter re-
sponding immediately to the imposed solar radiation at the top of the atmo-
sphere. With this idea in mind, Mintz reasoned from the properties of the
quasi-geostrophic two-level model that the Martian atmosphere ought to be
baroclinically stable during summer but baroclinically unstable during
winter. He deduced that the dominant zonal wave number of the baroclinic
disturbances should be about four. These predictions have proven to be
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remarkably accurate, so that both Mintz’s basic assumptions and the appli-
cability of the simplified quasi-geostrophic theory have been justified by
subsequent observations. Interestingly, Mintz also attempted a preliminary
assessment of the general circulation of Venus, but there he was less success-
ful; Venus’s general circulation is much harder to understand and, despite
recent advances, the underlying mechanisms are still unclear.

Mintz’s main interest was in the development of general circulation
models as tools for simulation experiments in geophysical fluid dynamics,
and he saw application of these models to planetary atmospheres as a way of
broadening our understanding of the processes governing the general circu-
lation and climate of Earth. In 1965, the author began collaborating with
Mintz in an application to Mars of the general circulation model he had
recently developed with Akio Arakawa. This grid-point model had two
dynamically active layers, a dynamically passive but radiatively active
stratosphere, and a finite differencing scheme that had recently been in-
vented by Arakawa (Arakawa, 1966; Mintz, 1965). This scheme had the
important property, novel at the time, of conserving enstrophy, thereby
suppressing aliasing of small-scale vorticity patterns without requiring large
explicit dissipation.

Application of this model to Mars was motivated by Mintz’s earlier result
that suggested an Earth-like dynamical regime for which the two-layer model
was appropriate. For Mars, the model had to incorporate the thermal drives
due to absorption and emission of radiation by CO,, convective transfer
from the surface, and convective exchange between layers (Gierasch and
Goody, 1968). A convective heat flux formulation obtained by combining
Great Plains data and data from a California dry lake with data from free
convection laboratory experiments was employed and the diurnal cycle was
explicitly simulated (Leovy, 1969).

By the time the model was run, Mariner 4 had flown past Mars (July 14,
1965) and had shown that the surface pressure was in the neighborhood of 7
mb, confirming and refining a new estimate based on ground-based spec-
troscopy that was published during the preceding year (Kaplan et al., 1964).
The implied small atmospheric heat capacity led Leighton and Murray
(1966) to conclude that the polar caps were solid CO,, not water ice as had
been generally believed, and that the regular seasonal variations of the caps
in response to the seasonal radiation regime represented a substantial ex-
change of the atmosphere’s major constituent with the surface. Leighton and
Murray were also influenced by the Mariner 4 pictures that showed a heavily
cratered moonlike surface. Accordingly, the Mintz- Arakawa model was
modified to allow for CO, condensation and sublimation at the surface and
this aspect of the model proved to have novel dynamical consequences.

Simulations for northern winter solstice and northern spring equinox
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were carried out at the Jet Propulsion Laboratory in 1966, but the results
were not published until three years later (Leovy and Mintz, 1969). These
results supported the assumption of Leighton and Murray that atmospheric
heat transport could not prevent or seriously inhibit condensation of CO, in
the seasonal polar caps. Moreover, the meridional mass flux arising from
sublimation and condensation was shown to have a substantial effect on the
momentum balance during solstice seasons, contributing to the develop-
ment of surface westerly winds during winter. Aside from this mass flow, the
circulation resembled a continental Earth, with a strong meridional temper-
ature gradient and baroclinic wave cyclones during winter and a flat temper-
ature gradient during summer. A synoptic example, a rapidly growing baro-
clinic wave cyclone from the solstice simulation, is shown in Fig. 1. The
solstice simulation also produced a well-developed cross-equatorial Hadley
circulation, extending poleward to about 30° in each hemisphere. Relatively
weak meridional temperature gradients and baroclinic waves were obtained
in the equinox run, but it was recognized that this simulation might be
unrealistic because of the neglect of the thermal memory retained by the
retreating spring polar cap.

The simulations also produced thermal tides, and despite the severe con-
straints of the two-layer model, the diurnal surface pressure oscillation
turned out to be in quite good agreement with later calculations and obser-
vations (Zurek, 1976; Leovy, 1981).

These simulation results supported Mintz’s earlier reasoning. Indeed, they
tended to confirm the view that Mars is like a continental version of Earth
whose general circulation and climate are relatively easy to understand and
simulate. However, a complication was threatening this simple view. In
1967, the first direct radar measurements of surface topography were ob-
tained, and although restricted to the sub-Earth latitudes on Mars, they
immediately showed large-scale topographic variations of surprisingly large
amplitude. The altitude range in the accessible latitude band exceeded one
scale height (Pettingill ez al.,, 1969; Rogers et al., 1970). Planetwide relief was
revealed by a surface pressure map produced from Mariner 9 infrared mea-
surements that showed deep basins, high volcanic uplands, and broad slop-
ing plains covering much of the planet (Conrath et al., 1973).

3. MaRrs wiTH TOPOGRAPHY

These findings led Blumsack (1971a,b) and later Webster (1977) to at-
tempt systematic analyses of the topographically induced circulation sys-
tems. Blumsack argued that uplands would correspond to thermal lows in






THE GENERAL CIRCULATION OF MARS 333

much the same way that the Rocky Mountain and Himalayan plateau re-
gions correspond to summer thermal low-pressure areas on Earth. The
isothermal surfaces tend to be closely tied to ground temperature so that
wherever temperature decreases upward, isothermal surfaces bend, con-
forming to the topography and producing warm anomalies over uplands and
cold anomalies over lowlands. The resulting circulation pattern has cyclonic
low-level inflow and weak anticyclonic upper-level outflow in the warm
anomalies, with the reverse pattern in cold anomalies. Webster, who used a
linearized two-level model, showed that the topographic response in the
equatorial zone was likely to have a Kelvin wave character, with much
stronger zonal than meridional winds. He also showed that the response at
high latitudes should have the characteristics of Rossby waves with strong
response in westerly winds and weak and localized response in easterlies. At
high latitudes during winter, there is little or no vertical temperature gradient
so that the topography produces mechanical forcing but not differential
heating.

In addition, as Blumsack et al. (1973) pointed out, the topography would
produce diurnally varying slope winds like those that occur over large gently
sloping regions of Earth, for example, the North American Great Plains.
This diurnal wind pattern is characterized by a clockwise rotating wind with
upslope wind in the evening and downslope wind in the morning,

Mariner 9 also showed that dust storms ranging in area from a few thou-
sand square kilometers to the entire planet as well as variable surface albedo
markings apparently produced by shifting dust or sand were common and
could account for the secular variability of Mars’s appearance that had long
been reported by ground-based observers. Because of the very low atmo-
spheric density, much stronger winds are required to raise particles on Mars
than on Earth. These facts led Carl Sagan and some of his colleagues to
speculate that extremely high winds might be widespread on Mars (Sagan et
al., 1971; Gierasch and Sagan, 1971). Sagan was particularly intrigued with
the possibility that the enormous smooth-floored impact basin Hellas might
be perpetually filled with dust stirred up by winds of near sonic speed racing
up and down its sloping walls. Indeed, there was some observational evi-

FiG. 1. Surface weather maps at half-day (Mars) intervals from the solstice simulation of
Leovy and Mintz (1969), showing the development of a baroclinic cyclone (upper left, maps c
and d). Maps show isobars at 0.1-mb intervals and wind vectors scaled to a maximum of about
60 m s~! and approximately following the isobars in the manner of the geostrophic wind. The
numbers correspond to the Martian day number from the start of the simulation. On days 23.5
and 24.5, the sun is overhead on the 180th meridian at 25°8S latitude; on days 24.0 and 25.0, itis
on the prime meridian. [From Leovy and Mintz (1969). Reproduced with permission from
Journal of the Atmospheric Sciences, a publication of the American Meteorological Society.)
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dence from Mariner 9 that the atmospheric opacity due to suspended parti-
cles was larger in Hellas than elsewhere (Hanel et al., 1972).

Motivated by a desire to test these ideas, Cliff Mass, then an undergraduate
student at Cornell, developed a quasi-geostrophic two-level model for Mars
that incorporated topography. This model, applied only to the Southern
Hemisphere, showed that topography, and particularly the Hellas basin, did
indeed have a strong influence on the flow, but it did not produce the
extreme surface winds anticipated by Sagan (Mass and Sagan, 1976).

During this period, preparations were under way for the Viking missions
to Mars. One of the many concerns of the mission designers was the possibil-
ity of high surface winds at touchdown. Because of the low atmospheric
density, the landers were not sensitive to wind speeds below about 70 m s™1,
but they could have been damaged by higher winds. The observations of dust
storms and variable surface features together with the estimates of very high
surface winds by Sagan and others was a cause for concern. At the same time,
James Pollack at the NASA Ames Research Center was working with a
version of the Mintz-Arakawa model with the aim of re-examining the
Martian general circulation, this time with the observed topography. Mintz
and I were collaborating with Pollack and a graduate student, P. W. Grei-
man, in this effort. Our aim was to further assess the role of topography in the
general circulation. In addition to the incorporation of realistic topography,
this model contained several improvements over the earlier Mintz-
Arakawa model. There were three layers instead of two, improved horizontal
resolution, finite differencing by a new scheme better suited to modeling
geostrophic adjustment (Arakawa, 1972), and an explicit diurnally varying
convective boundary layer. We were interested primarily in improving our
understanding of Mars’s general circulation, but the effort was also of inter-
est to the Viking mission designers who wanted reassurance that the landings
could be made safely, at least at selected sites that were deemed to be safe
from hazards other than wind. Consequently, the first reported results from
this simulation were framed as a kind of “‘wind forecast” for various possible
Viking landing sites (Pollack e al., 1976). In keeping with the tradition
established with the previous version of this model, the major scientific
findings were not published until much later (Pollack et al., 1981). The early
model results predicted relatively mild surface winds, but the Viking mission
planners remained understandably nervous. Fortunately, the actual winds at
both landing sites turned out to be comfortably light and generally consistent
with the theory of Blumsack et al. (Hess et al., 1977).

Zonally averaged meridional wind, temperature, and zonal wind from this
simulation are shown in Fig. 2. A limited number of meridional temperature
cross sections can be constructed from the Mariner 9 infrared measurements
(Hanel et al., 1972; Conrath, 1981), and one of these is also shown in Fig. 2
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