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Abstract. Upwelling and downwelling, shortwave and longwave radiative fluxes are calculated
at the top of the atmosphere and at the surface using a complete radiative transfer model and
observations of the physical properties of the surface, atmosphere, and clouds based on the
International Satellite Cloud Climatology Project (ISCCP) data sets. Results are obtained every
three hours over the whole globe for every third month from April 1985 to January 1989.
Sensitivity studies are conducted to assess the uncertainties in calculated fluxes caused by the
estimated uncertainties in the measurement or specification of the input quantities. Except in the
polar regions, uncertainties in cloud properties are no longer the predominant source of radiative
flux uncertainty, even at the surface; rather they produce uncertainties similar in magnitude to
those caused by atmospheric and surface properties. The largest uncertainty in upwelling
shortwave (SW) fluxes (= 10 — 15 W/m?, regional daily mean) is caused by uncertainties in land
surface albedo, whereas the largest uncertainty in downwelling SW at the surface (= 5 — 10
W/m?, regional daily mean) is related to cloud detection errors. The uncertainty of upwelling
longwave (LW) fluxes (= 10 — 20 W/m?, regional daily mean) depends on the accuracy of the
surface temperature for the surface LW fluxes and the atmospheric temperature for the top of
atmosphere LW fluxes. The dominant source of uncertainty in downwelling LW fluxes at the
surface (= 10 — 15 W/m?) is uncertainty in atmospheric temperature and, secondarily,
atmospheric humidity; clouds play little role except in the polar regions. The uncertainties of the
individual flux components and the total net fluxes are largest over land (15 — 20 W/m?) because
of uncertainties in surface albedo (especially its spectral dependence) and surface temperature
and emissivity (including its spectral dependence). Clouds are the most important modulator of
the SW fluxes, but over land areas, uncertainties in net SW at the surface depend almost as much
on uncertainties in surface albedo. Although atmospheric and surface temperature variations
cause larger LW flux variations, the most notable feature of the net LW fluxes is the changing
relative importance of clouds and water vapor with latitude. Uncertainty in individual flux values
is dominated by sampling effects because of large natural variations, but uncertainty in monthly

mean fluxes is dominated by bias errors in the input quantities.

1. Introduction

Clouds cause complex changes of the radiative energy exchanges
at the top of the atmosphere, within the atmosphere, and at the surface
because of large variations of their properties over a wide range of
space and time scales. These changes feedback on the forcings for
the atmospheric circulations that form clouds. A change in each
cloud property affects the shortwave (SW) and longwave (LW)
components of the radiation balance differently, so that
understanding the link between cloud formation-decay processes
and the radiation balance depends on examination of variations of
the individual radiative flux components together with changes in
each of the key cloud properties. The effects of these cloud-induced
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radiation variations on the atmospheric circulation are determined
by their correlations with perturbations of the three-dimensional
temperature field, which may vary with scale. Moreover, cloud
variations may be correlated with changes in other properties of the
surface and atmosphere, particularly water vapor abundance, that
also affect the radiation balance, so these effects must be separated.

The earliest studies of the radiation balance at the top of the
atmosphere (TOA), going back to Brooks [1949] and Simpson
[1929], calculated the SW and LW flux components of the balance
from estimates of the properties of the atmosphere, clouds, and
surface because no direct flux measurements were available. Budyko
[1974, and references therein] used the same technique to infer the
energy budget at the surface. Later, direct satellite measurements
of radiation were used to estimate the TOA fluxes [e.g., Vonder
Haar and Suomi, 1971; Raschke et al., 1973], bypassing the in-
complete information about atmosphere, cloud, and surface radiative
properties. This approach continues to be refined, producing results
most recently from Nimbus 7 [Kyle et al., 1993] and ERBE
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[Ramanathan et al., 1989; Harrison et al.,, 1990]. Estimates of
surface radiative fluxes from satellite radiance measurements are
also being made [e.g., Tarpley, 1979; Gautier et al., 1980; Mdoser
and Raschke, 1983; Pinker and Ewing, 1985; Raschke et al., 1987,
Dedieu et al., 1987; Darnell et al., 1988; Gupta, 1989; Cess et al.,
1991; Li et al., 1993; Breon et al., 1994).

Since the focus of earlier studies was on the determination of the
total radiation balance, the effects of clouds on that balance were
generally only implicit in the results. Recent studies of TOA
radiation have been more specific about the role of clouds, using
one of two approaches: (1) differencing monthly mean total (full
sky) fluxes and the average values obtained under clear conditions
[e.g., Ramanathan et al., 1989; Harrison et al., 1990; Ardanuy et
al.,, 1991] or (2) correlating variations of radiative fluxes with
observed variations of cloud amount [Hartimann and Doelling, 1991,
Sohn and Smith, 1992]. The latter approach [see also Cess, 1976;
Ohring and Clapp, 1980] assumes that all flux variations are
produced solely by cloud amount changes, whereas the former
approach assumes that only clouds cause radiative flux variations
but does not restrict cloud effects solely to cloud amount variations.
Neither of these methods separates variations of the fluxes that are
caused by changes of atmospheric and surface properties from those
caused by cloud changes.

Flux variations at TOA are not sufficient to diagnose cloud-
induced radiative effects on and interactions with the atmospheric
and oceanic circulations because the TOA flux balance is not
uniquely related to the vertical distribution of radiative heating/
cooling in the atmosphere or in the upper ocean [Webster and
Stephens, 1984]. Moreover, examination of monthly and/or global
averaged quantities does not reveal the redistribution of energy by
atmosphere-ocean circulations. Rossow and Lacis [1990] outlined
an approach, based on the earlier technique of calculating fluxes
from observed physical quantities, that can address these problems
more directly. They concluded that the uncertainties in their
calculated fluxes, though smaller than the differences with one

climate model, were dominated by the quality of the input data sets
and limited by the quality of available validation data sets.

The advent of more accurate global observations of clouds, the
atmosphere, the surface and the radiation fluxes at the top of the
atmosphere (and some surface radiation flux measurements) makes
this older technique attractive again for three reasons. Firstly, this
approach naturally separates the effects of clouds on the TOA
radiation balance from other factors and allows for direct
determination of the variations of radiative fluxes caused by each
cloud property. Secondly, this approach also allows for a
determination of cloud effects on the complete surface radiation
balance, which was done from satellite data for the first time by
Rossow and Lacis [1990]. Thirdly, calculation of TOA and surface
fluxes, together, allows for separation of the total planctary radiation
balance into its atmospheric and surface components. Furthermore,
this approach may be used to examine the vertical distribution of
solar energy deposition and radiative cooling within the atmosphere
if enough information about the vertical structure of clouds can be
obtained.

To investigate the complete range of cloud radiative effects that
are possible requires three characteristics of the data sets: (1) they
should cover the whole range of scales encompassing the significant
cloud variability, at least mesoscale (200 km, 3 hours) to planetary-
climate scale (10,000 km, decade), (2) they should describe the SW
and LW cloud radiative effects separately, and (3) they should
describe variations of clouds, atmosphere, and surface properties
separately. The International Satellite Cloud Climatology Project
(ISCCP) cloud data sets, when supplemented by some additional
information (section 2}, describe the variations of these key physical
attributes of clouds, atmosphere, and surface over the required range
of time and space scales.

Building on the work of Rossow and Lacis [1990], we have
developed a more refined calculation of all the individual radiative
flux components (see Table 1) that uses these new data sets and a
revised radiative transfer model (section 3). Uncertainties in the

Table 1. Definitions of Symbols Representing the Shortwave (SW) and Longwave (LW) Radiative Fluxes, Net Radiative Fluxes
for Full-Sky, Overcast-Sky (CLD) and Clear-Sky (CLR) conditions

Symbols Definition
si,sd downward shortwave fluxes at top of atmosphere and surface, where S, = p S,
ST ST upward shortwave fluxes at top of atmosphere and surface
ALB ALB top of atmosphere (planetary) and surface albedos, ALB, = ST/S! and ALB_=ST/Sl
Atmosphere transmissivity =Si/8),
Li, L downward longwave fluxes at top of atmosphere and surface, where LI =0
LT, LT upward longwave fluxes at top of atmosphere and surface
Effective temperature = (L/c)*, planetary = LT, atmospheric = L, surface = LT,
NS, net shortwave flux into top of atmosphere = SJ, ST,
NS net shortwave flux into surface = S{_— ST,
NS net shortwave flux into atmosphere = NS — NS,
NL net longwave flux into top of atmosphcre =- LT
NL‘ net longwave flux into surface = Ll ~ LT,
NIJa net longwave flux into atmosphere = NL, — NL,
N, total net flux into top of atmosphere = N. S + NL
N, total net flux into surface = NS_+ NL
N, total net flux into atmosphere = N, — Ns
CLR-F flux with no cloud cover; e.g., CLR—ST{ is the upward shortwave flux at the top of

atmosphere with 0% cloud

flux with 100% cloud cover; e.g., CLD~STl is the upward shortwave flux at the top of
atmosphere with 100% cloud

cloud flux change is defined as the difference between full-sky and clear-sky flux; e.g.,
CFC-ST is defined as ST, - CLR-ST,
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calculated fluxes attributed to the model treatment of radiation
processes are assessed in part by comparison of our radiative model
to more detailed calculations. The main purpose of this paper is to
assess the uncertainties in the calculated fluxes caused by
uncertainties in the input data sets using a set of sensitivity studies
(section 4). These results do not represent all sources of uncertainty,
however. The overall fidelity of the results is assessed by comparing
the calculated fluxes with direct measurements in a companion paper
[Rossow and Zhang, this issue].

2. Data Sets

The primary input data sets to the radiative transfer model are
the ISCCP C1 and C2 data sets [Rossow and Schiffer, 1991; Rossow
etal., 1991] for every third month from April 1985 to January 1989
(also February and March 1990). ISCCP global data are produced
by merging the analyses of narrowband (visible = 0.6 pm and infra-
red= 11 um) radiances measured by the network of weather satellites
with the TIROS operational vertical sounder (TOVS) daily analysis
product produced by National Oceanic and Atmospheric Adminis-
tration (NOAA) [Smith et al., 1979] and some ancillary data. The
main ancillary data set is the weekly snow/ice cover data from
NOAA/National Environmental Satellite Data and Information Ser-
vice (NESDIS) and NAVY/NOAA Joint Ice Center [Rossow et al.,
1991]. C1 data are global, three hourly data with a spatial resolution
equivalent to 2.5° x 2.5° at the equator. The specific C1 parameters
used for the flux calculation are (1) column ozone abundance (O,),
atmospheric temperature profile (T,) and humidity profile reported
as layer precipitable water amount (PW), specified from the sarface
to the lower stratosphere from TOVS data; (2) surface temperature
(T ) and visible reflectance (R ) from the ISCCP clear sky radiance
composites; and (3) single layer cloud parameters specified by grid
cell area averages of fractional cover (Cf), optical thickness (T),
and cloud top temperature (T ) from the VIS/IR analysis. (VIS/IR
analysis refers to the more complete cloud retrieval possible with
visible and infrared radiance measurements. Such results are not
available at night or over the winter polar regions. Nighttime and
winter polar results (IR only) are modified by the observed daytime
differences between the VIS/IR and IR-only retrievals.) C2 data
are monthly averages of the same C1 parameters which are used to
fill in occasionally when C1 parameters are not available.

Additional data sets used to specify parameters not supplied by
the ISCCP data sets are (1) a climatology of cloud layer thicknesses
as a function of cloud top height, latitude and season based on rawin-
sonde and surface observations [Poore et al.,, 1995], (2) climato-
logical acrosol optical thicknesses and compositions adapted from
Charlson et al. [1991] for the anthropogenic component and from
Toon and Pollack [1976] for the natural background components,
(3) latitude and month-dependent ozone profiles from London et
al. [1976], (4) global vegetation distribution data and spectral ratios
between visible and near-IR albedos for eight vegetation-land surface
types and snow/ice as used in the Goddard Institute for Space Studies
(GISS) climate general circulation model (GCM) (based on
Matthews, [1983, 1984]), and (5) a climatology of upper strato-
spheric temperatures and upper tropospheric humidity from
McClatchey et al., [1972].

3. Radiative Model Description

3.1. Description

The radiative transfer model used in these calculations is from
the GISS GCM [Hansen et al., 1983] with some modifications to
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facilitate use of the available data inputs and to make some small
improvements. The model treats nongrey gaseous absorptions and
thermal emission in a vertically inhomogeneous, multiple-scattering
atmosphere and calculates the spectral variation of the upwelling
and downwelling SW (nominal wavelength range 0.2 - 5.0 ym)
and LW (nominal wavelength range 5.0 —200.0 um) fluxes for each
atmospheric layer from the top of the atmosphere (TOA = 100 km)
to the surface using the correlated k-distribution method [Lacis and
Qinas, 1991]. (The SW and LW spectral ranges actually overlap,
but are treated computationally as noninteractive; that is, SW
radiation is absorbed and scattered over the full spectral range (0.2 —
15.0 um) but does not include the thermally emitied component.
Note that the fraction of total SW radiation beyond 5.0 um is only
about 0.5% of the total. Similarly, LW radiation is emitted over the
full spectral range (0.2 — 200 pm) to represent the total energy
accurately (integral equals oT* for unit emissivity) but does not
include any solar contribution.) All radiatively significant
atmospheric constituents are included. Realistic spectral variations
of cloud and aerosol optical properties are obtained from off-line
Mie scattering computations [Hansen and Travis, 1974] with the
spectral cloud and aerosol absorption cross sections merged and
tabulated to coincide with the noncontiguous spectral intervals
represented in the k-distribution tables for gaseous absorptions.

The k-distribution method implicitly simulates monochromatic
spectral integration by grouping wavelengths with similar absorption
strengths and permits accurate treatment of overlapping absorption
lines of different gases and of nongrey absorption in multiple-
scattering media. The numerical accuracy of the k-distribution LW
cooling rates is generally within 1% of line-by-line values throughout
the troposphere and most of the stratosphere [Lacis and Oinas,
1991]. Gascous absorbers included are H,0, CO,, G,, O,, NO,,
N,O,CH,, CCLF, and CCLF,. The well-mixed amounts of the trace
gases (CO,, N,O, CH,, CCLF, CCLF,) are set to 1980 values
[Hansen et al., 1988] and the others at their 1958 values (all amounts
can be changed). Absorption coefficients for these gases are a func-
tion of temperature, pressure, and absorber amount (see Lacis and
Oinas [1991] for details). The vertical distribution of H,O is
specified daily at each location from the NOAA TOVS data set.
Since TOVS does not provide water vapor amounts above the 300
mbar level (where amounts are very small), water vapor is specified
in the upper troposphere by the U.S. Standard Atmosphere (1976)
with no seasonal or latitude dependence. The LW continuum absorp-
tion by water vapor incorporates the self and foreign broadening
contributions in the form given by Roberts et al. [1976]. More
recent measurements reviewed by Grant [1990] suggest 20% less
continuum absorption than in the Roberts et al., formulation. On
the other hand, Advanced Very High Resolution Resolution
Radiometer (AVHRR) window radiances analyzed by Barton [1991]
imply continuum absorption 20-40% larger. One possible resolution
of this disagreement is a much stronger negative temperature depen-
dence of continuum absorption. A recently developed theoretical
model of continuum absorption [Ma and Tipping, 1991; Hartmann
et al., 1993} is in close agreement with the measurements of Burch
and Alr [1984] upon which the more recent continuum formulations
are based. This provides a theoretical basis for both the magnitude
and the temperature dependence of continuum absorption; however,
the 20% uncertainty still remains. Pending further laboratory
verification, we have retained the Roberts et al. formulation.

The LW fluxes are computed without scattering using the Mie-
calculated absorption cross sections for clouds and aerosols. A
first-order correction for LW scattering can be included para-
metrically by reducing the cloud top emission by the factore=1 -

R, Where R, is the LW cloud reflectivity calculated off line
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and tabulated for the k-distribution spectral intervals. In addition,
areflected component of the downwelling flux at cloud top altitude
is added to the upwelling radiation. For consistency with ISCCP
retrievals (which assume no LW scattering), we set R, =0to turn
off this correction.

In the calculation of SW fluxes, scattering effects are treated by
a “‘single Gauss point”, doubling/adding method that handles angular
integration using one quadrature point and one “extra” angle to
represent the solar zenith angle dependence. The phase function is
parameterized in terms of upward and downward scattering
coefficients to match the solar zenith angle dependence for
conservative scattering calculated with the full angle integration of
the doubling/adding method [Hansen and Travis, 1974]. In this
treatment both the direct and the diffuse radiation components are
accurately represented. This approach also permits inclusion of the
solar zenith angle dependence of surface albedos (if known).

Aerosols and clouds are represented by wavelength-dependent
optical thicknesses; all values of optical thickness mentioned in the
text are for the reference wavelength of 0.6 pm unless stated other-
wise. We modified this approach slightly by introducing a wave-
length-dependent Henyey-Greenstein phase function to improve the
representation of the spectral dependence of the solar zenith angle
dependence of scattering from overlapping clouds and aerosols.
The treatment is tuned for the case of conservative scattering over a
black surface.

The amounts and optical properties of the following five types
of aerosols are specified climatologically: (1) global stratosphere,
(2) continental troposphere, (3) oceanic troposphere, (4) desert
troposphere, and (5) haze. Each type is a specific mixture selected
from 11 kinds of aerosols (in terms of particle size and composition),
including silicates, sulfates, sea salt, desert dust, and carbon soot,
with amounts and vertical distributions that can be adjusted. The
specific aerosol optical properties used (see section 4.1) are based
on Toon and Pollack [1976] with the abundances of sulfate aerosol
adjusted to approximate the anthropogenic component estimated
by Charlson et al. [1991]. The average aerosol optical thickness
(at 0.6 um wavelength) is 0.066 over oceans and 0.116 over land,
giving a global mean value of 0.082. The stratospheric aerosol
contributes an optical thickness of 0.012 at all locations.

Before cloud layers are inserted, there are 11 aimospheric layers
defined by fixed pressures of 1000 (or surface), 800, 680, 560, 440,
310, 180, 70, 30, 5, 2, and 0 mbar (the top of the atmosphere at 100
km has a pressure of 0.0 mbar). The temperature of the two layers
above the 5 mbar level are specified as a function of month and
latitude from climatology [McClatchey et al., 1972], while the
temperatures of all other layers are specified daily at each location
by the NOAA TOVS data set. The mimber of tropospheric layers
varies with the topographic height (surface pressure, P) and
tropopause height (pressure, P). To make the vertical variation of
calculated LW fluxes more accurate, the layer mean temperatures
are interpolated to give edge temperatures and the temperature profile
within each layer is assumed to produce a linear variation of the
Planck function [Carlson et al., 1993]. This interpolation also
determines the air temperature at the surface.

Surface “skin” temperatures are specified at each location and
time from the ISCCP values (T,). These values are retrieved from
narrowband (= 11 pum wavelength) radiances assuming unit
emissivity for all surfaces; the same assumption is used in the
calculation of LW fluxes (although the model can use spectrally
varying emissivities, if available). At most latitudes the atmosphere
is nearly opaque at wavelengths outside the window region (8 — 14
um), so that any decrease in upwelling LW flux because of lower
surface emissivity is nearly cancelled by an increase of reflected
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downwelling LW by the higher surface reflectivity. Hence the geo-
graphic variation of directly observed brightness temperatures in
the window region represents most of the flux variability from the
surface {Conrath et al., 1970] (see section 4.2). The radiative model
allows for the near-surface air temperatures from TOVS profile
extrapolation to differ from the surface skin temperatures.

In the GISS GCM, each 8° x 10° map grid cell is subdivided
into as many as four portions to define surface properties: land,
land ice, ocean, and sea ice. Land is further subdivided into eight
vegetation types (based on Marthews [1984]): desert, tundra, grass-
land, grassland with shrubs, grassland with some trees, deciduous
forest, evergreen forest, and rainforest. In addition, all solid surfaces
(including sea ice) can be covered with snow characterized by its
depth, age, and the masking depth of the underlying vegetation.
Our calculations are performed on the ISCCP equal-area grid
(equivalent to 2.5° resolution at the equator), so in our first method
of specifying surface albedos, the GCM surface types were re-
formulated with the same procedure [Matthews, 1984] for the ISCCP
grid. Land albedos are assumed to be Lambertian (but directional
albedos can be used if available) and specified in two spectral parts
(up to six parts can be used if available) covering the broadband
“yisible” (= 0.2 —0.7 um) and broadband near-IR (= 0.7 — 5.0 pm).
Usually, the radiative model averages the albedos with area weights
for each of the grid cell subdivisions to obtain the average visible
and near-IR albedos for the whole cell; however, we use the area-
weighted average of the spectral ratios for the eight vegetation types
(with seasonal adjustments), land ice, sea ice, and fresh snow
(maximum depth when present). (Since the spectral response of
the Meteosat “visible” channel covers a broader range of
wavelengths than the other radiometers used to measure surface
reflectances in ISCCP, a special set of spectral ratios is used for
areas observed by Meteosat.) Then, the “visible” albedo is set equal
to the ISCCP surface visible (= 0.6 pm) reflectance (R ), which is
an area-averaged value, and the near-IR albedo is determined from
the “visible” albedo and the prescribed (area averaged) spectral
ratios. Since the ISCCP values of R vary with solar zenith angle,
our land surface albedos also vary. In a revised method of
determining the spectral ratios (see section 4.2), they are obtained
by minimizing the differences between the calculated clear sky land
albedos at TOA with Earth Radiation Budget Experiment (ERBE)
values [Harrison et al., 1990] as functions of surface type. The
ocean directional albedo is specified as a function of solar zenith
angle and wind speed (fixed at 2 m s in these calculations) by an
empirical model defined by a least squares fit of a theoretical model
[Hansen et al., 1983] to observed visible ocean reflectances.

ISCCP C1 data report area-averaged cloud properties from
measurements in about 50 individual satellite fields of view (pixels
about 4 — 7 km in size) in each map grid cell. Although information
about the distribution of the cloud properties is available in the C1
data set, for these calculations we use the area-average values to
specify the optical thickness (t) and cloud top temperature (T ) for
a single layer of cloud covering a fraction (Cf) of the grid cell. For
some comparisons we use values of T and T, (with Cf = 100%) for
individual satellite fields of view to calculate fluxes at a spatial
scale of about 30 km. Values of T are averaged with equal weight
given to equal intervals of cloud albedo [Rossow et al., 1991}. The
radiative transfer model used in the ISCCP retrieval assumes
spherical cloud particles composed of liquid water with an effective
tadius of 10 um and a size distribution variance of 0.1 [Rossow et
al, 1991]. The radiative flux model uses spectrally dependent
optical parameters (extinction coefficient, single-scattering albedo,
phase function) based on the same microphysical model. The
spectral dependence of the optical parameters is related to the visible
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value of T by off-line Mie scattering calculations using the refractive
indices tabulated by Hale and Querry [1973] for 0.2 to 0.7 um,
Palmer and Williams [1974] for 0.7 ~ 2.0 ym and Downing and
Williams [1975] for 2.9 - 1000 pym. A microphysical model
representing ice clouds is also available, but it is not used in this
analysis for consistency with the ISCCP retrievals.

The cloud top pressure (P ) of the cloud layer is determined from
the cloud top temperature, T , by linear interpolation in the
atmospheric temperature profile (the same value is available from
the CI data set). The cloud base pressure (P,) is determined by
adding a specified pressure increment to P_. In earlier calculations
this pressure increment was fixed at 100 mbar; but in the final results,
the increment is specified from a climatology of cloud layer
thicknesses as a function of month, latitude, and cloud top location
[Poore et al., 1995]. The cloud layer thicknesses in this climatology
range from a minimum of = 10 mbar for some low level clouds to
over 600 mbar for some higher latitude, upper level clouds with an
average value of = 140 mbar. To maintain accuracy in the flux
calculations, cloud layers thicker than 140 mbar are divided into a
number of layers whose thicknesses are < 140 mbar and the original
value of 1 is partitioned proportionally to pressure interval in each
layer. (The model allows for any number of cloud layers if
information is available.) The value of P, is constrained by a
minimum clear layer thickness at the surface, determined from a
cloud base height climatology [Poore et al., 1995]. If satisfying
this constraint reduces the cloud layer thickness below its
climatological minimum (10 mbar), then P, =P_. If P_>P_minus
the minimum cloud layer thickness, then P, = P—P . and the
atmospheric temperature profile is altered to preserve the value of
T A new layer (or layers), defined by P_and P, is inserted into the
original C1 atmospheric profile and the profile adjusted so that no
layer is thinner than a minimum thickness (5 mbar if pressure is
less than 30 mbar, otherwise 20 mbar). The optical thickness of the
cloud is assumed to be uniform over the layer.

The solar constant is S, = 1367 W/m? (Hickey et al., 1988].
Insolation at TOA (Sil, see Table 1 for flux symbol definitions) at a
particular location and time is a function of the Sun-Earth distance
and the solar zenith angle. Formulae for the Sun’s coordinates and
the equation of time from the Astronomical Almanac [1987] are
used to calculate the solar zenith angle at each latitude, longitude,
and time of day. Each ISCCP observation is interpreted to represent
the optical properties of the atmosphere and surface for a 3-hour
interval. To obtain the proper daily average SW fluxes (see section
4.5), values of the cosine of the solar zenith angle (u,) are calculated
at 20-minute intervals and averaged over the 3-hour interval centered
on the nominal times of each C1 data set. For example, for a data
set with a nominal time of 0600 UTC, the values of p,are averaged
over the period 0430 — 0730 UTC. The SW fluxes are then
calculated for this average solar zenith angle.

Typically, the ISCCP C1 data set reports cloud and surface
observations for about 85% of the globe (covered by 6596 map
grid cells) at one time. Tests show (section 4.6) that the best way to
fill in the missing values is to interpolate the physical properties of
the atmosphere and surface rather than interpolating the calculated
fluxes (see also sections 4.4 and 4.5). In addition, since cloud optical
thickness is only determined for daytime observations and the cloud
top temperature is more accurately determined during daytime, we
need to interpolate daytime information into the nighttime. The
filling procedure involves four steps: (1) spatial extrapolation, (2)
temporal interpolation, (3) substitution of C2 (monthly mean) values,
and (4) temporal interpolation of C2 values. Most missing data are
filled by step 2.
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3.2. Comparison of Radiative Model in ICRCCM

Fluxes calculated by the GISS GCM radiative model for specified
atmospheres (mostly clear) have been compared with calculations
by line-by-line models as part of the International Comparison of
Radiation Codes in Climate Models (ICRCCM) [Ellingson and
Fougquart, 1991]. Comparisons are still under way, especially for
cloudy atmospheres. Ellingson et al. [1991] summarize results from
the LW flux calculations for 55 clear and 6 cloudy cases. They
rank our model as having differences of (Lis) and NL (tropopause)
<12 W/m? with the line-by-line (LBL) models; a more detailed
comparison with the Geophysical Fluid Dynamics Laboratory
(GFDL) LBL model for clear atmospheres shows that our model
agrees to within a few W/m? for NL,, NL (tropopause) and NL_
[Fels et al., 1991]. The change in radiative forcing calculated by
our model for a doubling of CO, abundance agrees with the LBL
model results to within 0.3 W/m? out of 6 — 7 W/m? total {Cess et
al, 1993]. Fouquart et al. [1991] summarize the results from the
SW flux calculations for 57 clear and 7 cloudy cases. The higher-
resolution models (including the GISS model), as a group, agree
with the LBL model results to within 4% for STl, Sis and NS (cloud);
however, differences are about 11% for high solar zenith angles. In
summary of the ICRCCM comparisons to date, the individual and
net fluxes calculated with the GISS radiative transfer model agree
with the LBL model values to within about 5 W/m2.

3.3. Model Output Quantities

With all of the input parameters specified from climatology or
obtained from ISCCP data sets (either C1 or CX — individual fields
of view), all flux components (Table 1) are calculated with the radia-
tive transfer model. All fluxes, together with heating/cooling rates
(flux divergences), are calculated for all the atmospheric layers from
TOA (100 km) to the surface for each equal-area map cell over the
whole globe, every three hours over each month. All fluxes are
positive quantities with the direction of the flux indicated by arrow
symbols; net fluxes are defined so that positive (negative) values
denote heating (cooling). Because each cloud is treated as a single
contiguous layer, we focus our attention on the fluxes at TOA and
the surface that are less sensitive to cloud vertical structure. The
output data set contains the parameters in Table 1 for full sky (actual
cloud cover), completely overcast sky (CLD), and clear sky (CLR),
as well as all the input C1/C2 parameters (including interpolated
values). This combined data set is referred to as the FC data set.
For our first studies we have produced FC data sets for every third
month from April 1985 to January 1989. In our validation studies,
we also compare fluxes calculated for individual satellite fields of
view; the ISCCP results at pixel level are referred to as the CX data
set and the corresponding flux data set is called FCX.

4. Sensitivity Studies

Our sensitivity studies test how much uncertainty may be caused
in the calculated fluxes by uncertainties in the input parameters but
do not consider other sources of uncertainty. Each test calculation
covers the whole globe for one day {eight UTCs on July 15, 1985]
with input parameter values altered (or methodology changed).
Daily mean fluxes are compared at each map grid cell either with
the original fluxes or with another calculation with a parameter
change of the same magnitude but opposite sign. Table 2 summarizes
all of the sensitivity test results by showing the global mean and
standard deviations of differences of daily mean SW and LW fluxes
at TOA and the surface from individual map grid cells.
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Table 2. Global Mean Changes in Regional, Daily Mean Fluxes (W/m?) Produced by Changing Input Variables by the Indicated

ZHANG ET AL.: CALCULATED RADIATIVE FLUXES, SENSITIVITY

Amounts
Changed Parameter AST, AST, ASY ALT ALT ALl
Atmospheric Properties
PW +25% -0.9 (0.7) -0.5 (0.6) -2.5 (1.5) -49 (3.2) — 149 (1.2)
Change to new aerosol -0.8 (1.1) 0.2 (0.4) 1.5 (2.2) 0.2 (0.3) — -0.6 (0.6)
T, 2K 0.8 (0.8) 0.0 (0.1) -0.3 (04) 7.3 (2.5) — 174 (3.2)
T, (first level) + 2K 0.1 (0.2) 0.0 (0.0) -0.1 (0.2) 1.6 (1.0) — 23.0 (6.4)
Surface Properties
T £2K — — — 1.8 (1.49) 222 (3.5) —
Change to new surface -9.1 (11.3) -12.6 (15.2) -2.6 (4.3) — — —
albedo (land only)
Cloud Properties
Cf+11.4% 10.3 (9.0) -1.9 (3.6) -12.1(11.5) -4.7 (3.9) 0.0 (0.0) 8.3
1+ 10% 49 (4.2) -0.7 (0.9) -5.5 4.7 -0.8 (0.9) — 0.7 (0.6)
Night 1 + 20% — — — -0.6 (0.8) —_ 0.5 (0.6)
Interpolated T + 20% 1.7 34 -0.3 (0.8) -1.9 4.0) -1.0 (1.2) — 09 (0.9
Cold 1 - 50% -0.6 (2.3) 0.1 (0.3) 0.6 (2.2) 0.7 2.2) — -0.2 (0.6)
Change to new 0.7 (1.8) -0.1 (0.4) -0.7 (1.9 — — —
p,-dependence
T +3K -1.2 (1.0) 0.0 (0.1) 0.2 (0.3) 5.5 (3.3) — 2.8 (24)
Cold (<« 250K) T, £ 4K -0.2 (0.4) 0.0 (0.0) 0.0 (0.1) 2.2 (3.6) — 0.7 (1.6)
Change from fixed to -0.2 (04) 0.0 (0.0 0.0 (0.1) 0.5 (1.2) — 1.7 3.3)
variable cloud layer thickness
Increase cloud layer -0.1 (1.1) -0.1 (0.1) -0.6 (1.0) 1.8 (2.3) — 2.1 (22)
thickness
Cloud detection test* -1.4 (9.0 54(13.4) 6.1 (1.9 2.1 (32) -35.0(41.9) -3.7 (9.5)

The standard deviations of the flux changes for individual map grid cells are given in parentheses. All input quantities are specified

by ISCCP data sets for July 15, 1985.

*For the cloud detection test, the global mean cloud and surface properties change by the following amounts: mean (standard
deviation)=-11.4% (8.4%) for Cf; -0.98K (6.8K) for T ; 0.66 (4.68) for 1; -6.4K (7.7K) for T ; and -0.010 (0.070) for R, including

ocean; and -0.024 (0.105) for R_ for land only.

4.1. Atmospheric Properties

Water vapor is the major variable absorber of sunlight in the
atmosphere (O, absorbs a little more than 20% of the total sunlight
absorbed by the atmosphere) and is the primary source of atmo-
spheric opacity blocking LW emission from the surface and causing
LW emission from the atmosphere. Water vapor is concentrated
near the surface and at lower latitudes. The estimated uncertainty
of the water vapor abundances reported in the TOVS data set is
about + 25% [Smith et al., 1979; Wittmeyer and Vonder Haar, 1994].
Because TOVS water vapor abundances are determined only in clear
or partially cloudy locations, values may be biased low by about
10% in the tropics and by over 25% in the polar regions [Gaffen
and Elliott, 1993]; however, since the retrieval scheme assigns water
vapor amounts based on a climatological relationship between
temperatures and humidities [Smith et al., 1979], actual biases are
more difficult to determine. Comparison with rawinsonde
climatologies suggest biases are less than 10% [Rossow et al., 1991].

The sensitivity test is to calculate the fluxes while varying the
precipitable water amount by + 25% (the range of uncertainty in
the water vapor continuum absorption is equivalent to a much smaller
uncertainty in water vapor). Thus the flux differences shown in
Table 2 are the differences obtained by subtracting the 25% decrease
values from the 25% increase values. The largest changes are a
global mean increase of 14.9 W/m? for L1 _and a decrease of 4.9
W/m? for LT, The SW fluxes change only by 1 — 3 W/m2. Figure
1 shows the latitudinal variations of the differences in L{_and CLR-
S¢s caused by increasing the water vapor abundance by 50%. The
change in L{_is larger in the northern summer midlatitudes than in
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Figure 1. Daily, zonal mean differences in full-sky downwelling
surface longwave (LW) flux (solid line) and clear-sky downweliling
surface shortwave (SW) flux (dashed line) in watts per meter square
caused by a 50% increase in total water vapor abundances.
Calculations use input values for July 15, 1985.
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the southern winter midlatitudes because the total water vapor
abundance and the atmospheric temperature are both higher. The
largest change in LJ_occurs at lower latitudes where the water vapor
abundance and atmospheric temperatures are largest; however, the
presence of large amounts of cloud reduces the effect in the Inter
Tropical Convergence Zone (ITCZ). A similar magnitude un-
certainty of the LW fluxes can be caused by an uncertainty of + 1.3
K in the atmospheric temperatures, especially near the surface (see
below). The change in CLR-SJ,s is largest near the north pole in
July, even though the water vapor abundance is largest near the
equator, because of the longer slant path and higher daily mean
value of Sl‘ there; however, the change of the annual mean values
of S1_is largest at low latitudes (about 3 W/m?). Although the
magnitude of the effect of water vapor abundance uncertainties on
the fluxes is not large, some errors in the TOVS retrievals may vary
systematically with climate regime [Gaffern and Elliott, 1993;
Wittmeyer and Vonder Haar, 1994] producing similar systematic
errors in the fluxes [see Rossow and Zhang, this issue].

The background tropospheric and stratospheric aerosols add very
slightly to atmospheric LW opacity but do increase the reflection of
SW in clear conditions; their effect is more significant over the
darker oceans. While the distribution and properties of aerosols
are known qualitatively, the quantitative accuracy is low [Hansen
and Lacis, 1990]. Our first calculations used a weakly latitude-
dependent aerosol optical thickness distribution (Figure 2a) that
had a lower mean value over oceans than over land (0.109 versus
0.181). The optical properties were specified as a mix of aerosol
types based on Toon and Pollack [1976]. In the final version of the
model we adopted an aerosol distribution that follows the anthro-
pogenic sulfate aerosol distribution estimated by Charlson et al.
[1991], combined with a small background of natural aerosol; the
main change is a reduction of the aerosol optical thicknesses over
ocean to 0.066 (Figure 2a). Figure 2b and Table 2 illustrate the
flux differences between these two versions: the decreased acrosol
optical thickness in the second version (global mean is reduced
from 0.130 to 0.082) increases the global mean S{_by about 2 W/,
about 3 W/m? for clear conditions (similar to estimates by Hansen
and Lacis {1990]). An additional test calculation was made for
tropical ocean conditions with the aerosol optical thickness nearly
quadrupled to 0.22: S| _decreased by about 4 W/m?, 6.6 W/m? for
clear conditions.

Estimated uncertainties in the TOVS atmospheric temperatures
are about + 2K [Smith et al., 1979; McMillin, 1991]. The consequent
uncertainty in LT, is about 7 W/m? (Table 2) but more than 11 W/m?
in the tropics (Figure 3). The uncertainty in LL_\_ is about 17 W/m?
(Table 2), almost 20 W/m? in the tropics (Figure 3), and is caused
primarily by errors in temperature in the lowest atmospheric layer.
The next entry in Table 2 shows the effect of changing only the first
layer temperature: it is larger because we extrapolate the profile to
get the near-surface temperature, so that an increase in one layer
changes the lapse rate, too. Figure 4 shows the relative variability
of air temperature and humidity obtained from TOVS and from
ship measurements [Young et al., 1992] at one place on the equator
in February —March 1990. Although the relative magnitude of the
TOVS humidity variations (= 11%) is only about half of its estimated
uncertainty (25%), it is three times larger than measured on the
ship (= 4%), suggesting that the TOVS humidity variability is
dominated by measurement error. The humidity variations do not
appear correlated with the temperature variations. The magnitude
of the TOVS air temperature variability (= 2.5 K) is slightly larger
than its estimated uncertainty (= 2 K; ¢f. McMillin [1991]) and about
twice that measured on the ship. Recalculating Li_\_ using the ship-
measured temperature or humidity variabilities shows that the 17
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Figure 2. (a) Two models of zonal mean aerosol optical thickness
(dashed line = original and solid line = new) and (b) the difference
in the daily, zonal mean clear-sky downwelling surface SW flux
(W/m?) calculated with these two models (new minus original).
Calculations use input values for July 15, 1985.

W/m? difference in variability between our calculated and ship-
measured values of L{_is caused entirely by the higher air
temperature variability in the TOVS data set. The high bias of our
values of L!_could also be accounted for by lowering the TOVS
atmospheric temperature by about 2 K to match the average ship
temperatures. A similar comparison study was conducted under
colder, drier conditions during the Wisconsin FIRE (First ISCCP
Regional Experiment) [Rossow and Zhang, this issue]. In this case,
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Figure 3. Daily, zonal mean differences in clear-sky upwelling,
top of atmosphere (TOA), LW flux (solid line) and full sky
downwelling surface LW flux (dashed line) in W/m? caused by a 4
K increase in atmospheric temperatures. Calculations use input
values for July 15, 1985.

however, the variability of air temperatures in the TOVS data set
underestimates the actual variations such that the calculated values
of L{_ exhibit less day-to-day variation than the surface flux
measurements. Thus uncertainties in TOVS atmospheric
temperatures are more important to LW flux uncertainties than
uncertainties in TOVS water vapor amounts.

4.2. Surface Properties

Errors in the surface temperature, T, affect only the upwelling
LW fluxes. Comparison of the surface skin temperatures from
ISCCP with other measurements of related quantities suggests
uncertainties of about 2 K over oceans and about 4 K over land and
sea ice; however, some differences are systematic with location and
season and can be somewhat larger in particular locations {Rossow
and Garder, 1993b]. Table 2 shows the LW flux changes for a4 K
increase in T ; LTS increases 22.2 W/m?2, but L'I‘l only increases by
1.8 W/m?, indicative of the high LW opacity of the atmosphere.

We note two important considerations. Firstly, other available
surface temperature data sets do not report the skin temperature
that determines LTS; instead, sea surface temperature data sets report
the temperature of water within 1 —6 m of the surface [cf. Schluessel
et al., 1990; Wick et al., 1992], while land surface temperature data
sets report the air temperature at about 2 m height [Rossow et al.,
1989; Rossow and Garder, 1993b]. Thus, satellite-determined
surface temperatures more directly represent the needed physical
parameter; but since most current measurements are made at infrared
wavelengths, there is a “clear sky” bias in the results [Rossow et
al, 1989]. The magnitude of this bias is largest over arid land
areas at lower latitudes (highest average solar zenith angies).

Secondly, the spectral dependence of surface emissivity,
particularly for arid land [Buettner and Kern, 1965; Prabhakara
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and Dalu, 1976; Salisbury and D’Aria, 1992, 1994}, alters the value
of LT( Since the atmosphere at most latitudes is nearly opaque at
waveiengths outside the range 8 — 14 pm, primarily because of water
vapor and CO, absorption, the consequent increase in surface
reflection of L{_nearly cancels the reduction in emission when the
emissivity at these wavelengths decreases (in the polar regions where
the atmospheric opacity is lower, both lower temperatures and the
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Figure 4. Time record at the ship position of relative variations as
fractions of average value of (a) near-surface humidity and (b)
surface air temperature. The solid lines show hourly average
measurements by shipboard instruments and the dashed lines show
daily humidity and temperature values inferred from the TIROS
Operational Vertical Sounder (TOVS) analysis. Ship data were
obtained by Young et al. [1992].
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high emissivity of surfaces covered by snow and ice [Salisbury and
D’Aria, 1994] reduce the magnitude of errors associated with
neglecting surface emissivity). Calculations of LT assuming arange
of surface emissivities from 1 to 0.8 at wavelengths outside the
window shows that LT is reduced by only about 2 - 6 W/m? at
surface temperatures ranging from 260 K to 320 K. Thus the most
important effect of varying surface emissivity occurs in the 8 to 14
um wavelength range where satellite instruments directly measure
the surface brightness temperature. However, in our analysis an
actual surface emissivity <1 reduces the surface temperature
retrieved by ISCCP. Using this smaller T to calculate LT with
emissivity equal to unity at all wavelengths underesumates the Lw
flux, even though emissivity changes at 8-14 pm produce the largest
changes in LT, because the emissivity effect integrated over alt
wavelengths is smaller than estimated by assuming a change of
temperature. Literature values of surface emissivities at wavelengths
from 5 to 50 um [Buettner and Kern, 1965; Prabhakara and Dalu,
1976; Salisbury and D’Aria, 1992, 1994] suggest that this bias will
be generally < 10 W/m?, except for the most arid surfaces at the
highest temperatures. Comparisons of our calculated values of LT‘
with ERBE clear sky values confirm this estimate [Rossow and
Zhang, this issue].

In our first calculations the values of the spectral ratios used to
convert ISCCP values of visible surface reflectance to near-IR
albedos were obtained from Matthews [1983]; however, in
subsequent comparisons of values of STt with ERBE values under
clear conditions [Rossow and Zhang, this issue], we found that the
differences over land were proportional to these ratios and sometimes
> 30 W/m?2. Thus we adjusted the seasonal spectral ratios for eight
vegetation types by regression with ERBE clear sky values of ST,
Table 2 shows that this revision decreases the total values of ST
and ST by 9 - 13 W/m? over land and decreases the value of Sd, by
almost 3 W/m?. Changes are larger for ST and ST and smaller for
S{,in clear conditions. The latitude dlstrxbutlon of the change in
CLR ST over land is shown in Figure 5. We estimate that the
remaining uncertainty at some Jocations may still be as large as half
the values shown in Figure 5 and Table 2 but generally < 10 W/mz2.
Comparison with ERBE clear sky values of ST suggests that all our
surface albedos may still be biased high by about 0.01 overall
[Rossow and Zhang, this issue].

4.3. Cloud Properties

Table 2 shows the effects on the fluxes produced by increases of
each cloud property by twice their estimated uncertainty [Rossow
and Schiffer, 1991; Rossow et al., 1991]. We use the marginal cloud
amounts, = 11%, to represent the uncertainty in Cf (see Rossow
and Garder [1993a] for definition of this quantity); however,
comparison between the ISCCP cloud amounts and those estimated
by surface observers suggests that the systematic errors may only
be about 5% except for wintertime land areas and the polar regions
[Rossow et al., 1993]. Anincrease of cloud amount by 22.8% (from
about 47.6% to 70.4%), holding all other cloud properties constant,
causes a 10.3 W/m? increase in ST, a 12.1 W/m? decrease in S,
and a 2 W/m? decrease in ST such that there is no extra atmosphenc
heating. Such alow sensmwty to cloud cover variations is caused
by the low value of the mean cloud optical thickness (7.27 in this
particular test but 5.2 in global annual mean), equivalent to an albedo
that is about 2 to 3 times larger than for clear conditions [cf. Rossow
and Schiffer, 1991]. The increase in cloud amount has less effect
on the global mean values of LT (4.7 W/m? decrease) and LJ, (8.3
W/m?increase). The former effect isreduced and the latter effect is
enhanced by water vapor absorption because the majority of clouds
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Figure 5. Daily, zonal mean differences in upwelling SW flux
(W/m?) at the land surface produced by changing from the initial
specification of surface spectral reflectance ratios between visible
and near-infrared wavelength ranges to values obtained by
comparison with Earth Radiation Budget Experiment (ERBE) clear-
sky albedos. Calculations use input values for July 15, 1985.

are below the effective emission to space level [cf. Rossow and
Schiffer, 1991].

Uncertainties in the ISCCP values of visible cloud optical thick-
ness (7) arise from uncertain calibration (about * 7%), [Brest and
Rossow, 1992; Klein and Hartmann, 1993], neglect of variations
of cloud particle size (about + 12%) [Han et al., 1994], the effects
of smaller scale cloud variations (maybe as much as 10%),
[Kobayashi, 1993], and changes of scattering phase function for
ice clouds (as much as 100%) [Minnis et al., 1993]. To complete
the flux calculations, we also had to interpolate the daytime measure-
ments of T into nighttime (and also into locations missing observa-
tions). Table 2 shows the changes in the fluxes produced by a 20%
increase of all T values: ST increases by 4.9 W/m? and SJ, decreases
by 5.5 W/m?, while the LW fluxes change by < 1 W/m2 We also
varied the nighttime values of T by +20% to test their effect on
daily mean fluxes. The nighttime effect on the LW fluxes is similar
to the overall effect because we doubled the magnitude of the change
for half of the averaging period. The interpolated values of T are
few enough that even with a 40% change, they cause little variation
of global mean values (see section 4.5). To represent possible errors
in ice cloud optical thicknesses, we decreased all values of 1< 4.0
by 50% for T, < 250 K: Table 2 shows that the global mean “cold t”
effectis < 1 W/m2

The present radiative transfer model uses a Henyey-Greenstein
phase function to provide a more flexible means for accurate
parameterization of the solar zenith angle dependence with
wavelength of SW scattering by cloud and aerosol mixtures than in
the original GCM model II [Hansen et al., 1983]. The original
GCM parameterization was tuned to model the solar zenith angle
dependence of visible radiation for average (T ~ 5) cloud optical
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thicknesses for a Mie scattering phase function for 10 um spheres.
The new scheme dccounts better for the changing solar zenith angle
dependence with changing cloud and aerosol optical thicknesses.
The change increases the global mean value of ST by 0.7 W/mz2,
decreases Si by the same amount (Table 2), and alters their latitude
variations (Flgure 6). Comparison to full Mie scattering calculations
still shows discrepancies in this parameterization that produce a
slight overestimate of the cloud spherical albedos with a consequent
overestimate of the planetary albedo by as much as 0.005. These
remaining discrepancies suggest that the “single Gauss point”
approach has reached its practical limit of accuracy to represent the
complete dependence of scattering on cloud optical thickness, solar
zenith angle, and wavelength.

Uncertainties in cloud top temperatures arise from uncertain
calibration (2 —4 K) [Brest and Rossow, 1992; Klein and Hartmann,
1993]. Somewhat larger errors occur for optically thin ice clouds
because of the error in the retrieved optical thickness (= 6 — 10 K),
[Minnis et al., 1993]. Larger differences in cloud top temperature
also occur when the cloud mass is very low or is diffusely distributed
(6 —10K), [Liao et al., 1995]; however, the errors in LTl are smaller
because the value of T, is determined from the radiance at 11 pm
that approximately indicates the effective radiating level in the clouds
(the spectral dependence of emission from optically thin clouds
can still produce small errors in the fluxes). Table 2 shows the
effect on the LW fluxes produced by a 6 K increase in all T, values:
LT increases by 5.5 W/m? and L _increases by 2.8 W/m? because
the clouds are moved lower. A lowering cloud level also increases
the amount of water vapor above the cloud: the highly reflective
cloud causes a fraction of the sunlight to pass twice through the
water vapor above it, explaining the changes in SW fluxes,
particularly ST(, which decreases by 1.2 W/m2. The ice cloud error
is represented by increasing the temperature of all clouds with T, <
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Figure 6. Daily, zonal mean differences in upwelling TOA SW
flux (solid line) and downwelling SW flux at the surface (dashed
line) in W/m? produced by changing the parameterization of solar
zenith angle dependence as a function of cloud optical thickness
(new minus original). Calculations use input values for July 15,
1985.
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250 K by 8 K;; Table 2 shows that the total LW flux changes are still
no more than 3 W/m? in this case. Even though the thinner, colder
clouds play little role in the total LW fluxes at the top of the
atmosphere, their local radiative heating effect may influence
atmospheric circulations [ Donner and Kuo, 1984; Slingo and Slingo,
1988; Randall et al., 1989].

In an earlier version of our calculations we specified cloud base
pressures (P,) as 100 mbar larger than cloud top pressures (P ). In
the current version we use a climatology of cloud layer thicknesses
[Poore et al., 1995] to specify cloud base pressures as a function of
cloud top pressure, month of year, and latitude over land and water.
Cloud layer thicknesses increase monotonically with cloud top
height and latitude, ranging from about 2 to 8 km; layer thicknesses
of clouds are slightly larger over land than ocean [Poore et al.,
1995). The average cloud layer thickness in the second scheme is
about 140 mbar. Table 2 shows that the change of scheme changes
only L{ , increasing it by 1.7 W/m?. (LT, changes slightly, 0.5 W/n?,
because insertion of cloud layers with different geometric thicknesses
introduces small changes in the atmospheric temperature profile.)
Similar sensitivities were obtained using a fixed cloud layer thickness
and changing it from 50 to 200 mbar (not shown). Comparison of
the average values of P, predicted using the ISCCP values of P_ and
climatological values of cloud layer thickness shows that there is
still a low bias in the P, values used in our calculations (Figure 7).
Figure 8 shows the zonal mean change in L{_produced by increasing
the P, values by about 200 mbar in the tropics and about 50 - 100
mbar at other latitudes: < 8 W/m? [cf. Fung et al., 1984], about 2
W/m? for the global mean (Table 2). The magnitude of the effects
of uncertainties in P, is smaller in the tropics, except in the highly
cloudy ITCZ, than in the polar regions, because water vapor is a
more important source of atmospheric opacity.

ISCCP cloud amounts (Cf) show some systematic dependence
on p (cosine of the satellite-viewing zenith angle), which appears
to be caused by more frequent detection of optically very thin clouds
at lower values of p [Rossow and Garder, 1993b]. Consistent with
this interpretation, spatially averaged values of T and T, also vary
with p: they both decrease with decreasing yt. We test whether
these systematic variations produce systematic variations in the
radiative fluxes by examining a region in the Indian Ocean where
varies from very low values (0.3) at the edge of the Meteosat and
GMS satellite views to values near 1.0 where only the NOAA polar
orbiters provide data. As can be seen in Figure 9, Cf increases and
T and T, decrease as p decreases, but there is no p dependence
apparent in the flux values. In other words the cloud amount and
physical cloud property effects on the fluxes offset each other
sufficiently to eliminate most of the p effect.

4.4, International Satellite Cloud Climatology Project
(ISCCP) Cloud Detection Errors

In the above tests we have examined the flux uncertainties
associated with possible errors in each cloud parameter, separately.
The most important source of bias error in the ISCCP results is
produced by false or failed cloud detections [Rossow et al., 1993].
Such misclassifications of measured radiances cause correlated
errors in the values of T, 7, T, and R_as well as in Cf. Hence a
better estimate of flux uncertamUes assoc1ated with uncertainties in
the ISCCP cloud amount requires accounting for all the
corresponding changes in T,, 7, T, and R, This estimate is made
possible by the inclusion in the ISCCP Cl data set of parameters
related to marginal clouds, clouds that would be missed if the
radiance thresholds were doubled: the number of marginally cloudy
pixels and the average values of T_and 7 for these pixels. These
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Figure 7. Zonal mean differences in cloud base pressures calculated
from ISCCP values of cloud top pressure plus the average cloud
layer thicknesses (solid line) over land (left panel) and ocean (right
panel) as compared with a cloud base climatology based on
rawinsondes {Poore et al., 1995]. Negative values indicate that the
predicted cloud base pressures are too low. Dashed lines indicate
increases in cloud base pressures used to test flux sensitivity.

values can be used to estimate the first derivative of surface and
cloud properties with threshold magnitude [Rossow et al., 1991].
For each location and time, new cloud and surface parameter values
are calculated assuming that the marginally cloudy pixels are clear:
global mean changes from original to adjusted values are Cf =
-11.4%, T, = -1K, 1= 40.7, T, = -6.4K, and R = +0.01. The last
row in Table 2 shows the flux differences produced by these changes
in cloud and surface properties. Most changes are only a few watts
per meter square except for LT, which decreases by 35 W/m2 because
the value of T, is lower when cloudy pixels are included in the
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Figure 8. Daily, zonal mean differenices in downwelling LW flux
at the surface produced by increasing cloud base pressures by an
amount indicated by dashed lines in Figure 7. Calculations use
input values for July 15, 1985.

average. The estimated bias error in ISCCP cloud detections is
about half that used in this experiment, except over winter land
areas and in the polar regions, where the bias is at least as large as
the change used in this test [Rossow et al., 1993]. The relatively
large sensitivity of T, to cloud detection justifies our use of the
clear sky composite values for the surface properties which are much
less sensitive to analysis errors and have been verified to be accurate
within about = 4 K [Rossow and Garder, 1993b]. However, this
scheme increases the sensitivity of the other flux components to the
other cloud parameters somewhat.

The offsetting effects of errors in cloud detection can also be
illustrated by comparing the global, annual mean radiative fluxes,
surface, and cloud properties reported in this work with those
obtained in the earlier study by Rossow and Lacis [1990], shown in
Table 3. In the older study the average cloud amount is about 10%
lower and the cloud optical thicknesses are about 40% larger (cloud
top temperatures are only 1K warmer); the surface albedo is
significantly smaller, while the surface temperatures are about the
same (slightly warmer land temperatures in the ISCCP results are
composed of warmer summertime values partially offset by colder
wintertime values). There are consequent systematic differénces in
the net fluxes, but the changes in radiation balance are only
equivalent to net flux differences of about 10 — 15 W/m?2,

4.5. Daily Integration of SW Fluxes

The ISCCP results are obtained eight times daily, which provides
an adequate sample of diurnal (and semidiurnal) variations; however,
the number of daytime samples used to calculate daily mean SW
fluxes varies with season at higher latitudes from three in winter to
five in summer. This can introduce seasonally varying errors in the
results. Moreover, the samples are collected with some variation in
their temporal separation, so that their distribution is not precisely
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Figure 9. Variations in the Indian Ocean of mean values for July 1986 of (a) cloud amount (solid line) and optical
thickness (dashed line), (b) cloud top temperature in K, (c) S‘Fl in W/m2, and (d) LTl in W/m? as functions of p
(cosine of satellite-viewing zenith angle) between low values at the edge of the Meteosat and GMS views and high

values from the NOAA polar orbiters.

uniform over the diurnal cycle. We adopted a method to estimate
daily mean values from available samples by calculating the SW
fluxes at eight particular values of the solar zenith angle that represent
the proper time-averaged values over each 3-hour interval. This
approach is equivalent to assuming that the atmosphere, cloud, and
surface optical properties are constant for three hours, while the
solar illumination varies. Other approaches assume that each
observation represents conditions at a particular instant, interpolate
the SW flux values between observations, or perform weighted
averages [cf. Bishop and Rossow, 1991]. We tested several other
SW integration schemes by creating a synthetic time record of cloud
variations from the TOGA-pilot data set {cf. Rossow and Zhang,
this issue] with 30-minute intervals. This is a very conservative
estimate of the errors because SW fluxes are largest at the equator,
making the errors largest there, and collapsing day-to-day variability
into a period of 1 day should exaggerate the errors associated with
unresolved cloud variations. Figure 10 shows the synthesized record
of variation of S{_that results, along with the variation of cosine of
solar zenith angle. The linear average of 48 values is taken as the
true daily mean value (= 220.3 W/m?). If the record in Figure 101s
sampled at eight equal intervals, but shifted 1 hour later relative to
local noon, and the instantaneous values averaged, the daily mean

Table 3. Comparison of Two Different Analyses of Cloud Properties
and Top of Atmosphere and Surface Radiative Fluxes

Quantity Rossow and Lacis This Work
[1990]

Planetary albedo 0.307 0.326
Atmospheric transmissivity 0.540 0.566
Surface albedo 0.086 0.146
Planetary temperature 251.0K 253.2
Atmospheric temperature 280.6K 280.6K
Surface temperature 288.3K 288.8K
Cloud amount | 51.1% 60.0%
Cloud top temperature 265.3K 264.4K
Cloud optical thickness = T* 5.25

All quantities are defined in Table 1 and are global, annual
averages.

*The value of this quantity was originally reported as 13.1 by
Rossow and Lacis [1990], but their value results from a linear
average of optical thickness values over space and time. The value
shown is estimated using the same averaging as the ISCCP value,
which uses nonlinear weights to give equal weight to equal intervals
of cloud albedo.
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Figure 10. Variations over the day of SJ,S in W/m? (solid line) and
H, (cosine of solar zenith angle times 1000, dashed line). The
variations of atmospheric and cloud properties at 30-minute intervals
used to calculate S{_ are assembled from observed day-to-day
variations in the western Pacific at the equator [see Rossow and
Zhang, this issue]. The noontime value of , is # 1 because the
solar declination is not the same as the ship’s latitude.

value of S{_is about 40 W/m? too high. If the record is sampled
eight times but at irregular intervals, the average value of Si is
about 60 W/m? too low. Both of these differences are specific to
this one case; but typical errors would be roughly similar in
magnitude with varying signs. Using the average cosine of solar
zenith angles over regular 3-hour intervals produces a daily average
value of S{_within 7 W/m2. Since the errors in all of these sampled
results are associated with the values of the solar zenith angle used
in the flux calculation, we tried one more case: regular instantaneous
sampling symmetric about local noon. This produced the best
estimate of the daily mean SW fluxes (differences < 1 W/m?). Thus
if not properly represented, the rapid variation of solar zenith angle
can be one of the largest sources of uncertainty in daily mean SW
fluxes. Uncertainties ~ 10 W/m? are associated with our averaging
scheme because we calculated fluxes for eight times UTC instead
of in local time. Consequently, there is a longitudinal variation of
the errors in our SW fluxes. Assigning the nearest local times to
produce a regular symmetric sampling would produce even better
results.

4.6. Filling Tests

The treatment of missing observations raises the same question:
is the best estimate of the average value obtained by averaging over
the existing sample, by interpolating flux values between available
observations, or by interpolating physical quantities before
calculating fluxes. A test was performed by removing a whole day
of existing observations and comparing the calculated fluxes
obtained from interpolated physical variables to interpolated fluxes
and the original fluxes. Globally, errors in the fluxes produced by
filling in the physical variables by nearest-value replication are about
2 = 25 W/m? for SW and 3 + 15 W/m? for LW, the errors produced
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by filling in the fluxes by nearest value replication are about 2 + 40
W/m? for SW and 0 + 16 W/m? for LW (linear interpolation of the
fluxes reduces the rms differences to about 30 W/m?2 and 10 W/m?2,
respectively). The key conclusion is that the largest variations of
atmosphere, cloud, and surface properties occur with location,
whereas the largest time variations of fluxes are associated with
changes in Cf and T. The test showed that filling physical properties
using a nearby value in time at the same location reduces the rms
errors in the calculated SW fluxes but makes little difference for
LW fluxes. Tests when comparing to ERBE TOA fluxes also showed
that the largest errors in regionally averaged results are produced
by missing samples at specific locations; temporal interpolation of
physical quantities at such locations improves the result over a simple
average. Applying a filling scheme to the data before calculation
has the added advantage that all statistics are straightforward; no
special averaging schemes are needed because there are no missing
values.

The polar regions constitute a more difficult case for the filling
procedure in wintertime because the ISCCP analysis does not
measure cloud optical thicknesses for more than 2 months in the
absence of sunlight. The uncertainties in radiative fluxes under
these conditions are examined by comparisons with ERBE
measurements at the top of the atmosphere and with surface
measurements at Barrow, Alaska, and the south pole [see Rossow
and Zhang, this issue]. These comparisons showed that the
calculated SW fluxes depend more on proper specification of the
solar zenith angle and cloud cover variations than on the cloud
optical thickness; assuming an average value of T = 2 produces
good agreement with daily mean surface observations at Barrow in
October (rms differences = 23 W/m?). This apparent insensitivity
to cloud properties is mostly a result of the small magnitude of both
the SW and the LW fluxes under polar conditions, but these flux
uncertainties, though small in absolute terms, are very large relative
to the average flux values. More work is required to improve
radiation budgets for the polar regions.

5. Discussion

5.1. Radiative Flux Uncertainties Caused by Input Data
Uncertainties

Table 2 summarizes the sensitivities of the calculated flux
components to the uncertainties in the input data sets. The largest
uncertainty in regional, daily mean SW fluxes (= 10 — 15 W/m?) is
caused by uncertainties in land surface albedo, since detection
uncertainties in cloud cover are generally < 10%, except in the polar
regions, and its effects on the fluxes partially offset by correlated
uncertainties of cloud optical thicknesses. The accuracy of the
upwelling LW flux at the surface is dependent only on the accuracy
of the surface temperature and its spectral emissivity; even an error
of 2K produces a flux change of about 5 — 10 W/m2. Uncertainties
in surface emissivity may bias our LTs values low by as much as 10
W/m?2. Land surface temperatures and emissivities are more
uncertain than for oceans, causing LTS uncertainties that may be as
large as 20 — 25 W/m? in some locations. On the other hand the
accuracy of the upwelling LW flux at the top of the atmosphere is
insensitive to the surface temperature but depends about equally on
atmospheric temperature, water vapor abundance, and cloud
properties. The effects on LTl of cloud detection errors and cloud
top temperature partially offset each other. Downwelling LW fluxes
at the surface are very sensitive to the input atmospheric data,
predominantly the near-surface atmospheric temperature, rather than
cloud properties. In general, the uncertainties of the daily mean,
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regional values of top of atmosphere flux components (Table 2)
and net fluxes (Table 4) are < 10 W/m2. The surface net fluxes are
more uncertain than the TOA net fluxes; uncertainties in the daily
regional mean values of net SW are 10 — 20 W/m? and of net LW,
15 - 25 W/m2. The key conclusion of these tests is that the
uncertainties in calculated radiative fluxes are no longer dominated
by uncertainties in the cloud properties, except in the polar regions
[see Rossow and Zhang, this issue]. Rather, the remaining
uncertainties are contributed in ronghly equal parts by the properties
of the surface, atmosphere, and clouds.

There are two notable aspects of our findings. Previous studies
have stressed the importance of uncertainties in near-surface
humidity and cloud base location to uncertainties of L, but we
find that atmospheric temperature uncertainties are much more
important than either of these. Secondly, the large sensitivity of
LTs and NL_to uncertainties of surface temperature indicates the
need for careful determinations of the true “skin” temperature, even
over oceans, and of temperature and spectral emissivity, particularly
over land areas. These results show that use of surface air
temperatures over land areas and “bulk” temperatures over oceans
can introduce large systematic errors in the surface radiation budget
that vary with latitade, season, and time of day.

The results of these sensitivity tests illustrate two distinct
advantages of our approach to diagnosis of the radiation balance
and cloud effects on it. Firstly, the relative insensitivity of the
calculated fluxes to rather large changes in the physical variables
(Table 2) indicates that the magnitude of the significant flux
variations that drive the atmospheric circulation and constitute the
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feedbacks on climate perturbations are relatively small, only several
tens of W/m?2. Such small variations imply a requirement for high
accuracy (uncertainties less than a few percent) in direct flux
measurements if they are going to be used to diagnose the causes of
the variations, whereas such a diagnosis is more forgiving for
calculated fluxes if the measurement errors for the physical variables
can be made as small as about 10% (temperatures need to be accurate
to at least 2 K, however).

Secondly, even though the uncertainties of the calculated
individual flux components are still significant, uncertainties of the
net fluxes are not any larger (Table 4) becaunse the calculated flux
components of a net flux all vary with changes in input quantities
in physically self-consistent manner. Independent determinations
of the individual flux components would produce uncertainties in
the net fluxes that are larger than the largest single contribution but
smaller than the sum of the individual uncertainties. Since the
uncertainties in the calculated net fluxes are dominated by the input
data sets, the errors in the individual flux components are correlated
through their dependence on the same physical quantities, so that
the errors in the net fluxes are similar to the largest individual error
(compare Tables 2 and 4).

5.2. Most Significant Influences on Radiative Fluxes

The sensitivity studies also provide a basis for judging which
physical variables most influence each of the radiative flux
components. Up to now we have considered the flux uncertainties
associated with measurements of each quantity, but in this section

Table 4. Global Mean Changes in Regional, Daily Mean Net Fluxes (W/m2) Produced by Changing Input Variables in the Same

Tests Shown in Table 2

Changed Parameter ANS, ANS, ANL, ANL, AN, AN,
Atmospheric Properties
PW +25% 0.9 (0.7) 20 (1.2 49 (3.2) 149 (1.2) 59 (3.3) 129 (64)
Change to new aerosol 0.8 (1.1) 1.3 (1.8) -0.2 (0.3) -0.6 (0.6) 0.6 (0.9 0.7 (1.5)
T,£2K -0.8 (0.8) 0.2 (04) -1.3 (2.5) 174 (3.2) -8.1 (2.5) 172 (3.2)
T (first level) £ 2K -0.1 (0.2) -0.1 (0.2) -1.6 (1.0) 23.0 (6.4) -1.7 (1.1) 23.0 (6.4)
Surface Properties
T +2K — — -1.8 (14) 222 (3.5) -1.8 (1.4) -22.2 (3.5)
Change to new surface 9.1(11.3) 10.0 (12.4) — — 9.1(11.3) 10.0(12.4)
albedo (land only)
Cloud Properties
Cf+11.4% -10.3 (9.0 -10.2 (9.0) 4.7 (3.9 8.3 (8.0) (8.3) -5.5 -1.9(10.1)
1+ 10% 49 (42) -48 (4.1) 0.8 (0.9 0.7 (0.6) 4.1 4.0) -4.1 (4.1)
Night © + 20% — — 0.6 (0.8) 0.5 (0.6) 0.6 (0.8) 0.5 (0.6)
Interpolated T = 20% -1.7 (34) -1.6 (3.3) 1.0 (1.2) 0.9 (0.9 -0.6 (3.4) -0.7 (3.3)
Cold 1 - 50% 0.6 (2.3) 0.6 2.0) 0.7 2.2) -0.2 (0.6) -0.2 (1.5 04 (1.8)
Change to new -0.7 (1.8) -0.6 (1.6) — — -0.7 (1.8) -0.6 (1.6)
u,-dependence
T +3K 12 (1.0) 0.1 (0.3) -55 (33) 2.8 2.4 44 (3.0 3.0 2.9
Cold (<250K) T +4K 0.2 (0.4) 0.0 (0.2) 2.2 (3.6) 0.7 (1.6) 2.0 (3.4 0.7 (1.6)
Change from fixed to 0.2 (0.4) 0.0 (0.0) -0.5 (1.2) 1.7 (3.3) -04 (1.0) 1.7 (3.3)
variable cloud layer thickness
Increase cloud layer 0.1 (1.1) -0.5 (0.9 -1.8 (2.3) 2.1 (2.2) -1.7 (2.2) 1.6 (2.2)
thickness
Cloud detection test* 1.4 (9.0) 0.7 (9.9) 21 (3.2) 31.3(45.2) 35 (9.8) 31.9(46.9)

Standard deviations of the flux changes for individual map grid cells are given in parentheses. All input quantities are specified by

ISCCP data sets for July 15, 1985.

*For the cloud detection test, the global mean of cloud and surface properties change by the following amounts: mean (standard
deviation)=-11.4% (8.4%) for Cf; -0.98K(6.8K) for T ; 0.66 (4.68) for 1; -6.4K (7.7K) for T ; and -0.010 (0.070) for R, including

ocean: and -0.024 (0.105) for R for land only.
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we consider the direct effect on the fluxes produced by each quantity.
There are no surprises, but there are some subtleties. Oceans are so
dark relative to clouds (albedo less than half) that clouds are the
dominant influence on the SW fluxes over oceans. Because of the
strongly anisotropic reflectivity of the ocean surface, clouds even
alter STs by changing the relative proportions of direct and diffuse
illumination and the spectral distribution of the sunlight reaching
the surface [cf. Webster and Stephens, 1984]. Over land, average
cloud reflectivity is only about 1.5 times larger than for the surface,
so that surface albedo is relatively more important to the
determination of the SW fluxes. (We have found that on average,
uncertainties in land surface albedos are more important than current
uncertainties in clouds in causing uncertainty in net surface SW
fluxes, however.) Although small, there appears to be a high bias
in SJ,s that suggests an underestimate of aerosol optical thicknesses
[see Rossow and Zhang, this issue]. Water vapor is at least as
important to LTl as clouds in global averages; but the relative
importance of these two factors changes significantly with latitude,
with clouds becoming more important at higher latitudes. Over the
much cloudier and moister Arctic, clouds play an important role in
determining the surface radiation balance [Curry and Ebert, 1992],
but over the less cloudy and drier Antarctic plateau, water vapor is
still important [Rossow and Zhang, this issue]. In general, the details
of these calculations show that although clouds are generally
important to determining the radiation balance, the nature of their
influence is strongly dependent on situation and varies with climate
regime.
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