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ABSTRACT

Global, daily, visible, and infrared radiance measurements from the NOAA-5 Scanning Radiometer (SR) are
analyzed for the months of January, April, July, and October 1977 to infer surface radiative properties. A
radiative transfer model that simulates the spectral and angular characteristics of the NOAA-5 SR measuremerits
is used to retrieve monthly mean surface visible reflectances and temperature at 25 km resolution. These surface
properties were found sufficiently accurate for simulation of clear sky radiances to determine global, seasonal
variations in cloudiness. Further comparisons of these results with other data highlight the analysis difficulties
and radiative model shortcomings that must be overcome to monitor regional and seasonal variations of earth’s
surface. These preliminary resuits also provide an estimate of the magnitude of these variations.

1. Introduction

A major component of the climate system is the
surface environment, where exchanges of energy, mo-
mentum, water, and other trace gases influence the
dynamics of the atmosphere and ocean and where cli-
mate perturbations are manifested in alterations of the
biosphere. Understanding the role of the surface in the
climate system requires characterization of its prop-
erties and diagnosis of these exchange processes over
the whole globe with sufficient detail to resolve the im-
portant scales of variation. This is an objective of the
International Satellite Land Surface Climatology Pro-
ject (ISLSCP) (WCRP 1985a) and of the Tropical
Ocean Global Atmosphere (TOGA) project (WCRP
1985b), both part of the World Climate Research Pro-
gram (WCRP 1984). Determining the global-scale dy-
namics of the biosphere also requires a systematic sur-
vey of the correlations of atmospheric and oceanic
phenomena with variations in ecologies. This is the
focus of the International Geosphere-Biosphere Pro-
gram (NAS/NRC 1983).

Although much information must come from in situ
surface observations, obtaining an integrated global
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perspective of the surface system requires analysis of
satellite measurements. Monitoring of surface condi-
tions to detect climate-related changes also requires
high sensitivity to small variations. These analyses must
remove all the effects of the intervening atmosphere,
most especially the clouds, and determine the physical
properties of the surface from the various radiances
measured by satellites, independent of the conditions
of observation. As part of a study of the methods to
infer cloud properties and cloud-radiative interactions
from satellite measurements (Rossow et al. 1989,
henceforth, Ro89), we also derived global surface re-
flectances and temperatures to characterize the global
patterns and magnitudes of their regional and seasonal
variations. Comparisons of these satellite-based values
with surface observations serve to check the accuracy
of the cloud detection scheme. Here we use the com-
parisons to focus on the difficulties that must be re-
solved to obtain surface measurements with accuracies
sufficient for the study of the surface system from sat-
ellites.

Of the many analysis techniques that have been de-
veloped to obtain surface properties, most determine
only relative indices of surface properties rather than
their intrinsic values [e.g., see the review in Holben
(1986)]. Accurate removal of small variations caused
by changes in the radiometer, viewing geometry, and
the atmosphere is also not yet routine. Most analyses
have generally been employed for studies of specific
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sites or regions for limited time periods; only a few
global studies covering longer time periods have been
undertaken (see Holben 1986; Pinker 1985; Wetzel et
al. 1984; McClain et al. 1985). The major exception is
the work on retrieval methods for ocean surface tem-
peratures, which aim towards highly accurate mea-
surements of the physical variable (cf., Barton 1985;
Njoku 1985), and which are in routine use producing
global datasets (Castagne et al. 1986; McMillin and
Crosby 1984).

A major obstacle to global, long term analyses is the
lack of effective operational techniques for finding data
for clear (or cloud-free) scenes in the large satellite da-
tasets; hence, many investigators have selected cloud-
free scenes manually. Many cloud analysis techniques
have been proposed and studied (see Rossow et al.
1985; Saunders 1986; Rossow et al. 1989), but most
of these have not been developed enough for routine
application. Recent research and preparations for the
International Satellite Cloud Climatology Project
(ISCCP) and the First ISCCP Regional Experiment
(FIRE) have brought several of these methods up to
operational status (see Rossow et al. 1985). Adaptation
of these methods for surface remote sensing has already
begun, primarily for measurements of the sea surface
temperature (e.g., Saunders 1986; Castagne et al. 1986;
McClain et al. 1985).

Satellite observations of the surface, which are
blocked by the presence of even partial cloud cover,
will be limited in their space/time resolution by the
cloud variations that are characteristic of each climate
regime. Extreme examples are deserts and tropical
rainforests; the former are characterized primarily by
clear conditions (although dust may be a problem) and
the latter are characterized by nearly total cloud cover
in the wet season. High time-resolution observations
of rain forests may not be possible during some seasons.
This drawback is not shared by microwave observa-
tions, a technology that is only beginning to be ex-
ploited.

Once clear scene radiances have been isolated, the
effect of the surface properties on these radiances must
be separated from the remaining atmospheric effects.
Moreover, since radiances from natural surfaces can
vary strongly with wavelength and viewing geometry
(e.g., Duggin 1985), determination of the intrinsic
variations of surface properties requires elimination of
these surface effects in the analysis. Although many

radiative transfer models have been employed to re-

move atmospheric effects (e.g., Pinker 1985; Holben
1986; Koepke and Kriebel 1987; McMillin and Crosby
1984), these models do not always explicitly separate
the several contributions from the atmosphere and
surface as a function of wavelength and geometry. Use
of a model that does explicitly represent all of the at-
mospheric and surface effects requires correlative in-
formation about atmospheric and surface properties

ROSSOW, BREST AND GARDER

215

to complete the analysis of the satellite observations,
but this approach has the advantage that it allows for
the diagnosis of the separate phenomena that explain
the variations in the observed radiances and provides
for the kind of correlation studies that are needed to
study the interactions of the surface and biosphere with
the atmosphere. The Hydrologic-Atmospheric Pilot
Experiment (HAPEX) and the First ISLSCP Field Ex-
periment (FIFE) are field programs with an objective
to develop and test such analysis methods.

For the past 9 yr, we have been investigating a spe-
cific approach to the determination of cloud-radiative
feedbacks that combines the information in several da-
tasets with global satellite radiance data into a single
consistent radiative analysis. Our investigation has
shown that the best cloud detection results are obtained
by first isolating the less variable clear scene radiances
from the same satellite data and then identifying the
clouds by their alteration of the radiances. These clear
scene radiances can then be used to determine surface
properties. Our focus has been on measuring cloud
properties and their radiative effects, but one aspect of
this problem is the study of the surface radiation budget.
Thus, we have defined radiative model surface param-
eters so that they can be used to calculate the effect of
the surface on both the satellite measured, narrowband
radiances and on total radiative fluxes, separately from
and together with the atmospheric and cloud effects.

Validation of the cloud detection results is obtained,
in part, by validating the clear scene radiances, which
are calculated in the radiative transfer models from
surface and atmospheric parameters. These surface pa-
rameters, which are inferred from the satellite mea-
surements using the same radiative models, may rep-
resent the radiances adequately, but they may not rep-
resent the surface characteristics well enough for the
types of studies discussed above. Qur focus was to im-
prove the cloud detection method; hence, we provide
validation of these surface properties sufficient to de-
termine the accuracy of the cloud detection, but not
necessarily sufficient for the study of the surface itself.
This validation was done by comparing the satellite-
based surface parameters with other conventional ob-
servations of the same or related surface properties.
This discussion is summarized in Ro89 and section 2f
below, but a more detailed discussion of these surface
results is presented in this paper.

Section 2 describes the data and the analysis method
employed in this study. More details of the analysis
method and validation of the cloud/clear separation
of the data are given in Ro89. Section 3 presents the
comparisons of the satellite-based parameters and other
observations of the same or related quantities. It is im-
portant to remember that these results were not in-
tended to resolve all of the problems: certain corrections
or improvements were not attempted because they were
not needed to model the clear scene radiances. The
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importance of these factors is, however, illustrated by
the differences between our results and other measure-
ments of the same parameters.

Section 4 discusses the geographic and seasonal
variations of surface reflectance and temperature ob-
tained from this analysis; the magnitude of these vari-
ations is compared to the uncertainties of measurement
discussed in section 3. Section 5 discusses the problem
of cloud detection from the perspective of surface stud-
ies and summarizes the factors that must be improved
in radiative transfer models to obtain accurate measures
of intrinsic surface properties.

2. Data and analysis method
a. Satellite radiances

The satellite radiance data used for this study are
* from the Scanning Radiometer (SR) on the NOAA-5
operational polar orbiting weather satellite from Jan-
uary, April, July, and October 1977. This instrument
measures visible (VIS) and infrared (IR) radiances over
the wavelength ranges of 0.52-0.72 and 10.5-12.5 um
with a field-of-view (FOV) resolution at the subsatellite
point of 4 and 8 km, respectively. The satellite is in a
sun-synchronous orbit allowing one daylight (morning)
view of each location on earth, except at high latitudes
where orbits overlap. Data volume is reduced opera-
tionally by limiting observations to satellite zenith an-
gles < 60° and sampling the data to allow one obser-
vation per day at a 15-25 km spacing. All digital data
are obtained from NOAA NESDIS in “polar stereo
mosaic” form (NOAA 1977a; Fortuna and Hambrick
1974). All analyses are performed in the original sat-
ellite data projections; remapping is done to collect
monthly statistics and for convenient display. No re-
sults are reported for a month if the number of available
observations for a particular location falls below 5.

Visible radiances are reported as coded intensity
values divided by the cosine of the solar zenith angle.
The NOAA-2 SR was calibrated in a laboratory (Con-
lan 1973) and verified using an earth target (Jacobowitz
and Gruber 1975); comparison of results over the whole
NOAA series suggests similar calibrations within 5%—
10% (Gruber 1977). The coded values are converted
to calibration-source intensities in SI units with a factor
7.70 X 1073 (watts m~2 sr') (ft-lamberts)~!. Correcting
for the spectrum differences between the calibration
source and the sun requires multiplying the data values
by 1.0538 (see R089). The solar constant (1368 watts
m~?) multiplied by the instrument response is 260.02
watts m 2 (or 82.77 watts m~2 sr™'). This calibration
is verified to within 5%-10% by comparison of cloud-
free reflectivities for ocean and land to literature values
(see Matthews and Rossow 1987).

Infrared radiance measurements are calibrated by
an on-board blackbody source with known temperature
and reported as brightness temperatures with an em-
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pirical correction for water vapor absorption as a func-
tion of temperature and satellite zenith angle (Conlan
1973; Gruber 1977). The estimated precision of this
calibration for the NOAA-5 SR is 2 K. We remove the
empirical correction for atmospheric effects and use
the “original” brightness temperature values, so that
the corrections for atmospheric effects can be made on
the observed radiances using our radiative model.

Estimated radiometer noise levels are about 2% for
the VIS data and about 2 K for the IR data.

b. Temperature and humidity data

The atmospheric temperature and relative humidity
profiles are taken from the twice-daily, gridded analyses
produced by the National Meteorological Center
(NMC) of NOAA. These data represent an analysis (by
assimilation in a forecast model) of conventional
weather station reports at 0000 and 1200 UTC every
day to produce a uniform map of profiles on standard
pressure levels (1000, 850, 700, 500, 300, 200, 100, 50,
10 mb). The map grid defines regions of 2.5° latitude
and longitude (for more details, see McPherson et al.
1979; Rosen and Salstein 1980; and Kistler and Parrish
1982). Because the satellite data represent observations
at approximately constant local time of day, while the
NMC data are for two particular UTCs over the globe,
we use the daily average temperature and relative hu-
midity. Uncertainties in these data are estimated to be
3-4 K for temperatures and about 30% for humidities.

The NMC value of surface temperature, TS, is used
to calculate the surface pressure, PS, but the surface
temperature value used to calculate IR radiances is ob-
tained from a combination of satellite and conventional
data as described below. Surface relative humidity is
obtained by interpolation when PS < 1000 mb or ex-
trapolation of atmospheric values when PS > 1000 mb.
Extrapolation to the surface over land is performed to
maintain a constant water vapor mixing ratio below
the 1000 mb level, which is more consistent with drier
conditions over land. Over ocean, the relative humidity
is extrapolated to the surface.

¢. Ozone column abundance

Ozone column abundances used in the satellite ra-
diance analysis are specified by the last year of a sea-
sonal, zonal mean climatology obtained by the SBUV
on NIMBUS-4, covering the years 1974 through early
1977. (Hilsenrath et al. 1979; Hilsenrath and Schlesin-
ger 1981). Uncertainties are estimated to be about 20%.

d. Other datasets

Five other datasets are used to classify the surface
as a function of location: 1) each point on the globe is
specified as land or water using a 0.1° resolution world
map (derived from Masaki 1972); 2) topographic
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heights above mean sea level are taken from the 1°
resolution Scripps topography (derived from Gates and
Nelson 1975); 3) vegetation type is specified by data
from Matthews (1983, 1985); 4) soil type is specified
by data from the Oxford World Atlas (1973); and 5)
snow-line latitude-altitude climatology by month is
taken from Lamb (1972). The first two datasets have
been cross-checked against several other standard at-
lases and a few small errors corrected. The accuracy of
the vegetation and soil type maps is discussed in the
given references (see also Matthews and Rossow 1987).
All of these datasets are used in a statistical analysis of
the satellite radiances to obtain maps of the clear sky
VIS and IR radiances, as summarized next.

e. Analysis method

Various cloud detection methods have been pro-
posed and are being studied (see Table 1 in Ro89, Min-
nis and Harrison 1984a; Rossow et al. 1985; Saunders
1986). The method developed and tested in this study
is a bispectral threshold method, where cloudy image
pixels (one instrument FOV) are identified by the fact
that their VIS and IR radiances differ from clear scene
values. The clear sky values are obtained from a sta-
tistical analysis of the time variations of the radiances
at each location, augmented by the other data describ-
ing the surface characteristics and surface temperatures.
Essentially, the satellite radiance data are analyzed
twice: first to obtain measures of clear conditions, and
second to identify cloudy locations. The steps in the
algorithm are as follows: (All analysis steps are per-
formed in the original data projections.)

1) Examine the month-long VIS and IR radiance
records at each location to obtain the VIS values cor-
responding to the four largest IR values, called
VIS(IRMAX), and the IR values corresponding to the
four lowest VIS values, called IR(VISMIN). These val-
ues are converted to surface reflectances (RS) and tem-
peratures (TS) using the monthly mean atmospheric
properties and the radiative models described in Ro89.

2) Test the standard deviation (or any other measure
of the dispersion) of the four values of RS and TS; in
this case, if #(RS) < 5% or ¢(TS) < 3 K, then the average
of all four values for the individual radiance is taken
to represent the surface property. If the standard de-
viation is too large, this is assumed to be caused by
cloud contamination (cf., Séze and Rossow 1988). In
this case, the RS value corresponding to the lowest IR
value or the TS value corresponding to the largest VIS
value is discarded. If the standard deviation is still not
acceptable, no value of RS or TS is reported.

3) To eliminate remaining cloud contamination,
collect histograms of the RS values for locations in
each latitude zone (90°-60°S, 60°-30°S, etc.) with the
same soil or vegetation type (ocean is one surface type);
if the width of a histogram is sufficiently small (reflec-
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tances at frequencies half of the peak frequency are
within —4% and +7%), then RS values which are out-
side this range on the high side are discarded if they
are not consistent with the presence of snow or sea ice
cover. A land location is labeled snow covered if its
latitude and altitude allow for snow cover during the
particular month, based on climatology (Lamb 1972),
and the values are RS > 35% and TS* < 273 K. (In
this case, TS* is the average of the largest IR values
used to obtain RS, rather than the reported value of
TS.) An ocean location is labeled as sea ice covered if
RS > 20% and TS* < 271 K.

4) Fill holes in the global maps of RS and TS, first,
using the average RS and TS values over a 5 X 5 pixel
array (~100 X 100 km) centered on a missing pixel,
if more than 50% of the values are present, and second,
using the average values over a larger area (21 X 21
array, ~500 X 500 km). Only land points are used to
fill land holes and ocean points for ocean holes. Two
flag values are set for each pixel to indicate whether
the values of surface reflectances and temperature were
obtained in step 2, discarded in step 2 or 3, or filled by
the 5 X 5 or21 X 21 filler in step 4. The resulting maps
of RS and TS are taken to represent the monthly mean
values. The RS is assumed not to vary significantly in
a month, and TS for the ocean is also assumed to be
constant over a month.

5) Since TS for land can vary significantly during a
month, we combine the daily deviations from the
monthly mean in the NMC surface temperature data
with the satellite monthly mean values to obtain values
of TS that vary daily. The mean satellite value is used
to correct for the biases introduced by the time-of-day
difference between the NMC and satellite observations
and by the difference between the surface observable
(near-surface air temperature) and the satellite observ-
able (solid surface brightness temperature).

6) Compare each VIS and IR radiance value to a
radiative model of the whole atmospheric column, with
the atmospheric properties specified by the NMC data,
with the surface properties retrieved from the clear sky
radiances (steps 1 through 5), and with clouds of vary-
ing properties. Any difference between an individual
radiance and the model prediction with no clouds is
interpreted to be due to the presence of cloudiness.
The effect of clouds on the VIS and IR radiances are
described by two parameters: optical thickness and
cloud top temperature. Cloud cover and the opti-
cal properties are assumed to be uniform over a single
SR FOV.,

7) Cloud top temperature (TC), and altitude (ZC)
above mean sea level are retrieved by comparing the
measured IR radiance with the local daily NMC tem-
perature and humidity profiles, which are converted
into two brightness temperature profiles for (cosine of
the satellite zenith angle) u = 0.5 and 1.0 using the
radiative model. These profiles are interpolated to the
appropriate value of u.
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'8) Cloud optical thickness (TAU) is retrieved by
comparing the measured VIS radiance to a table pro-
duced off-line by the radiative model that relates the
VIS radiance to TAU values when all the other quan-
tities are specified from other datasets or earlier analysis
steps. These model results are available as a function
of the viewing geometry and illumination geometry.

9) For clouds with TAU/u < 4, steps 7 and 8 are
repeated to obtain the proper cloud properties ac-
counting for the transparency of the cloud to IR ra-
diation.

10) To avoid spurious detection of clouds because
of the uncertainties in the specification of the atmo-
spheric and surface properties, a detection is not
claimed unless the radiances at both wavelengths differ
from their clear values by more than the estimated
uncertainty in the clear sky radiances. Thus, cloud is
present in a particular image pixel only if TAU > 1.6
and ZC > 1.5 km, This is equivalent to an uncertainty
in the VIS and IR clear sky radiances of 10% and 10
K, respectively.

The NOAA-S SR data for January, April, July, and
October 1977 were analyzed by this method. Surface
visible reflectances and temperatures are obtained after
steps 1-5. These first steps, though not the complete
analysis, were also applied to February 1977 data to
test the snow and sea ice detections.

[ Tests of the method

Various tests of the accuracy of the results are dis-
cussed in Ro89. These include validation of the re-
trieved surface reflectances and temperatures, sensitiv-
ity studies of the cloud thresholds employed, sensitivity
tests of the radiative model of atmospheric effects, and
direct comparisons of the cloud properties obtained to
other observations. Other internal consistency checks
also provide estimates of the errors. Development of
the analysis method is an iterative procedure: after de-
vising an initial method, a similar series of accuracy
tests is performed and the results are used to refine the
analysis method and improve the test parameter values.
Thus, the analysis results and validation comparisons,
particularly those comparisons discussed here, provide
the justification for the analysis method and particular
test parameters described above.

The surface property comparisons suggested surface
reflectance and temperature errors of < 10% and < 10
K, respectively. Below are brief summaries of the sur-
face property validations from Ro89; these conclusions
are supported by the more detailed examination of the
surface data comparisons in this paper. We also use
these results to determine what factors limit the ac-
curacy of satellite measurements of surface properties.

1) Land surface reflectances. The errors in the land
surface visible reflectances caused by incomplete treat-
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ment of atmospheric effects and the angular depen-
dence of the surface are judged to be < 3%, absolute,
for darker surfaces and as much as 5% for surfaces with
reflectances > 50%. These retrieved values incorporate
the average effect of the “climatological” aerosols. Per-
sistent or low contrast cloudiness conditions make
tropical observations more difficult; even 30 days of
observations may fail to obtain clear conditions. Rapid
variations of snow cover lead to larger random reflec-
tance errors, ~10% absolute, and several factors

"(shadowing, aging, cover variations) can also produce

biases of this magnitude.

2) Ocean surface reflectances. A Fresnel reflection
model used in the radiative calculations is generally
successful in predicting the ocean visible reflectances,
except in areas of high turbidity or glint. The reflectance
error is estimated to be about 2%, generally, and the
results suggest.that satellite-based reflectance models
that are regionally dependent could accurately include
the mean turbidity effects. Glint conditions make the
ocean reflectance more sensitive to the variations of
surface winds. Reflectance errors in the model are about
5% near glint conditions; empirical models may per-
form better than theoretical models near the glint (cf.
Minnis and Harrison 1984a). Sea ice reflectances are.
more uncertain, both because poor illumination con-
ditions reduce measurement accuracy and because of
the larger spatial and temporal variability of the sea ice
surface. Errors are estimated to be similar to those for
snow covered land—about 10%.

3) Ocean surface temperatures. Random retrieval
errors in the sea surface temperatures are about 1-3
K, caused largely by radiometer noise and uncertainties
in water vapor amounts. Other techniques, that use
multiple spectral channels, significantly reduce the er-
ror associated with -water vapor. Biases in our results
are caused by several factors that were intentionally
not included in our model; most of this bias can be
eliminated.. Cloud contamination at low latitudes re-
mains a significant problem for certain regions. Sea ice
surface temperatures have not been studied before. The
errors are expected to be associated with emissivity
variations and poor time resolution in the satellite
based results, producing errors of about 4 K.

4) Land surface temperatures. Random errors in
land surface temperatures are caused primarily by poor
time resolution, since the variability of land surface
temperatures is relatively high. In addition to regionally
varying biases caused by emissivity variations, land
temperatures retrieved from satellite measurements are
biased to clear sky conditions. Both of these biases are
diurnally and seasonally varying. Random errors are
estimated to be about 6-K for clear conditions.

Although these tests and validation studies show that
our radiative model for atmospheric effects needs some
improvement in the treatment of water vapor absorp-
tion, the primary limiting factor to accurate corrections
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of satellite radiances (at 0.6 and 11 um) is uncertainty
in the specification of the atmospheric state. This is
particularly true with regard to aerosol effects. Errors
at other wavelengths, where atmospheric effects are
larger, may be proportionately larger. Cloud contam-
ination can also be a significant problem in some re-
gions where the cloudiness is unusually persistent or
difficult to distinguish from the surface. Even if these
atmospheric effects can be removed, there are also im-
portant errors in retrieval of surface properties from
satellite measurements directly associated with the
modeling of the surface interactions with radiation.

3. Comparisons

Clouds are the most important modifier of satellite-
measured radiances in the “window” portions of the
solar and thermal radiation spectrum and they must
be accounted for in observing the properties of earth’s
surface at these wavelengths. Most current methods of
cloud detection, used in cloud and radiation budget
studies, depend on the accuracy of specifying the clear
sky radiances, which depend primarily on surface
properties (Rossow et al. 1985; Ro89). Comparison of
the clear sky or surface properties inferred from satellite
data with other conventional measurements serves to

~ evaluate the effectiveness of the cloud algorithm. This
use of the surface measurements is emphasized in
R089. To develop automated cloud detection methods
for surface studies, however, the emphasis needs to be
changed; whereas most cloud algorithms are tuned to
detect most, but not all of the clouds, for surface studies
they must be tuned to remove all clouds even at the
expense of losing some clear scene data (cf. Saunders
1986). This change in requirements is due to the fact
that the effects of even a small amount of cloudiness
can be larger than the changes occurring in surface
properties.

As discussed in Ro89, there are two particular types
of clouds that are especially difficult to detect at VIS
and IR wavelengths: cirrus, and low, broken, boundary
layer clouds. Cirrus clouds can be very difficult to dis-
cern in the VIS radiances, but are more easily detected
in the IR. Low-level clouds, on the other hand, are
very difficult to detect in the IR, but (usually) easier to
detect in the VIS (but not at night). Highly broken
boundary layer clouds can be extremely difficult to de-
tect reliably in either the VIS or IR and yet they can
produce important alterations of the radiances (e.g.,
Kaufman 1987; Saunders and Kriebel 1987). Many
surface studies employ datasets that contain only the
radiances for wavelengths that measure the desired
property; however, to insure complete removal of cloud
contamination, multi-spectral observations are best. In
particular, the VIS (0.6 um) and IR (10-12 um) channel
data should be used to maximize sensitivity to clouds
in the analysis of other observations (see Matthews and
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Rossow 1987; Saunders 1986; Saunders and Kriebel
1987; Ro89). Notable instances of cloud contamination
will be mentioned in the discussion below; however,
we generally assume that cloud effects have been re-
moved from our results (see Ro89) and concentrate
on other factors that introduce errors in determining
the surface properties.

Validation of the values obtained in this analysis is
done by examination of the statistical patterns in the
space/time distributions of these quantities and by
comparison to other measurements of similar or related
quantities. The comparison of patterns is crucial to the
determination of some sources of error, especially those
associated with the surface itself, as will be shown. An
important statistical analysis method used to examine
surface property patterns is to sort the geographic dis-
tribution of surface properties into different, nearly
homogenous surface type classes; the shapes of the re-
sulting frequency distribution histograms can provide
a measure of uncertainties, can detect anomalous val-
ues, suggest other meaningful statistical tests, or even
indicate that the-original classification is in error. A
powerful extension of this approach is to histogram the
point-by-point differences between two global sets of
observations; the distribution of differences separates
bias and random errors and can indicate specific re-
gional problems. The distribution of differences of
coincident, colocated subsets of the data can determine
the relationship between two observations even if their
spatial and temporal coverage are not identical. Where
observation density is high enough, direct regressions
can be performed to provide a quantitative assessment
of the two patterns.

a. Radiance model sensitivity tests

Although atmospheric effects on the satellite-mea-
sured radiances are rather small at 0.6 and 11 um (these
spectral channels were selected to maximize the con-
trast between clear and cloudy scenes by minimizing
the atmospheric effects), they can introduce systematic
errors that interfere with detection of small surface
changes. Therefore, the accuracy of the retrieved values
of surface reflectance and temperature is still dependent
on the accuracy of the radiative transfer model used
to remove the atmospheric effects. The importance of
atmospheric corrections is greater at other wavelengths.

The accuracy of the clear scene, narrowband radi-
ances simulated by the models used for this study de-
pends on the magnitude of three types of uncertainties
(see also Duggin 1985; Justus and Paris 1985; Le Mar-
shall and Schreiner 1985; Holben 1986; Brest and Go-
ward 1987; Koepke and Kriebel 1987): 1) model short-
cuts or approximations to decrease computational load,
2) uncertainties in measurements of atmospheric
properties used in the model, and 3) neglected effects
of the atmosphere or surface on radiances. Many sen-
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sitivity tests have been performed to determine the
magnitude of errors associated with these factors (see
Ro089 and Tables | and 2 herein).

The first type of uncertainty refers to any procedures
used to speed the computation that may degrade the
accuracy of the model calculations, assuming that the
model has perfect input data and accounts correctly
for all physical effects. For clear scenes this type of
error is estimated to be less than 1% by comparison to
more detailed model calculations. The two largest
problems discovered were a code error that eliminated
the correction for ozone absorption in all the surface
reflectance retrievals and the neglect of weak line ab-
sorption by water vapor in the thermal infrared. The
first problem produces a systematic underestimate of
surface reflectances in these particular results ranging
from 1%-2% for dark surfaces at middle and low lat-
itudes to 5%-10% for snow and ice surfaces at very
high latitudes (Matthews and Rossow 1987). The sec-
ond problem introduces a 1-2 K bias in retrieved sur-
face temperatures at low latitudes (Grassl 1974; Cutten
1985). Both problems can be corrected. Note that errors
of this type in radiative transfer models used for satellite
data analysis may be larger than the theoretical limit
obtained by using the most accurate radiative transfer
theory; this possibility is not commonly discussed (but
see, e.g., Luther 1984; Justus and Paris 1985).

The second type of error refers to uncertainties pro-
duced directly by measurement errors in the input data
(McMillin and Crosby 1984; Barton 1985; Holben
1986; Buriez et al. 1986; Koepke and Kriebel 1987;
Minnett et al. 1987). The magnitudes of the radiance
errors associated with the uncertainties of ozone and

TABLE 1. Summary of visible band radiance model sensitivity
tests, showing the uncertainty in calculated surface reflectances.

Estimated
uncertainty
Quantity/feature tested Test (%)
Monochromatic Compare to explicit 1
approximation bandpass simulation
Order of polynomial Increase order 1
expression
Interpolation interval Halve intervals <2
Radiance noise values Vary input radiance . 2
Surface pressure Vary + 50 mb <1
Ozone abundance Vary + 20%* 2
Tropospheric acrosol Add aerosol' <3
variation
Surface angular Vary reflectance + 5%* <5
dependence
Estimated total 2-5

* Ozone uncertainty estimates from Hilsenrath et al. (1979); vari-
ability estimates from Bowman and Krueger (1985).

t Aerosol properties and distribution from Toon and Pollack (1976).

* Angular variation estimates from Kimes (1983); depends on sur-
face type.
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TABLE 2. Summary of infrared band radiance model sensitivity
tests, showing the uncertainty in calculated surface temperatures.

Estimated
Quantity/feature tested Test uncertainty
Monochromatic Compare to explicit 1
approximation bandpass simulation
Finite layer thickness Decrease layer 1
thickness
Surface humidity Use full model 1
approximation
Angle interpolation Use full model <1
Radiance noise values Vary input radiance 2
Atmospheric temperature  Vary = 3 K* 1
profile
Water abundance Vary + 50%* <2
Water vapor absorption Vary + 50%* <l
coefficient ]
Tropospheric aerosols Add aerosol§ <1
Estimated total 2-3K

* Estimated uncertainty based on Smith et al. (1979).

1 Estimated uncertainty from Rosen and Salstein (1980).

# Uncertainty estimated from study reported in Ro89.

§ Aerosol properties and distribution from Toon and Pollack
(1976).

water vapor abundances and of atmospheric temper-
atures are also summarized in Tables 1 and 2.

The last type of uncertainty refers to uncertainties
caused by the actual model representations of atmo-
sphere and surface radiative effects, which may not ac-
count correctly for all aspects of these phenomena (see
Chester et al. 1987; Duggin 1985; Holben 1986;
Koepke and Kriebel 1987; McMillin and Crosby 1984).
The primary atmospheric source of error for surface
studies is contamination of the “clear” radiances by
aerosols and residual clouds. Although aerosols gen-
erally produce smaller effects than residual clouds,
much less is known about their characteristics, distri-
bution, and variations. Essentially, aerosols form a very
thin persistent “cloud” that alters the angular and
spectral distribution of the radiation from the surface
(e.g., Deering and Eck 1987; Walton 1985); no gen-
erally reliable method for measuring aerosols from sat-
ellites is available. The analysis approach used here
obtains a measure of surface properties that includes
a “climatological” average aerosol effect; this effect
could be removed in a second analysis step if mean
aerosol properties can be obtained.

Many simplifications of the interaction of radiation
with the surface are commonly employed in the anal-
ysis of satellite measurements. Some of these factors
were also not included in our radiative analysis, since
our objective was only to reconstruct the clear scene
radiances for specific wavelengths and a limited range
of viewing geometries. These factors can account for
some of the disagreement between the satellite mea-
surements and other observations; however, the focus
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of this paper is on the elucidation of those simplifica-
tions of surface effects that can produce significant er-
rors.

b. Land surface reflectance

The angular and spectral distribution of solar radia-
tion reflected from land surfaces is controlled by the
detailed characteristics of the surface microstructure,
including the vertical distribution and orientation of
small flat surfaces and the texture and “color” of these
surfaces (see €.g., Duggin 1985; Kimes 1983). A global
perspective is better obtained by thinking of the sum-
mation of these microcharacteristics into various sur-
face types that have specific angular and spectral dis-
tributions representing the large-scale integration of
these details (see Brest 1987; Brest and Goward 1987,
Koepke and Kriebel 1987; Kimes et al. 1987). In this
view the most fundamental divisions of the land surface
depend on soil and vegetation cover (Holben 1986),
together with topographic influences on the geometry.
Additional factors that influence the surface reflectance
are the moisture content of the near-surface environ-
ment and the presence of snow cover. Both the color
of vegetation and the moisture content are seasonally
variable; hence, the time scale for variations of surface
reflectance is generally weeks to months. The primary
exceptions to this slow variation are regional changes
caused by rapid variations of snow cover (Brest 1987)
and/or shorter term moisture variations in arid regions.
Arid regions can also exhibit significant changes in
vegetation structure associated with seasonal moisture
changes.

The retrieval of surface reflectance must also contend
with a number of other effects, including neglected
short-term changes in atmospheric effects, especially
aerosols and unresolved clouds (Deering and Eck 1987;
Kaufman 1987), and cloud shadows (Séze and Desbois
1986; McGuffie and Henderson-Sellers 1986). We fo-
cus on measurement of the surface reflectance at 0.6
wm; however, we use this discussion to illustrate the
problems which become more important to the infer-
ence of the spectrally integrated surface albedo from
satellite measurements. We do not discuss the problems
of accounting for spectral variations (see Brest and Go-
ward 1987; Pinker and Ewing 1987).

One validation study involved classification of sur-
face reflectances according to vegetation types, which
should be equivalent to sorting into approximately ho-
mogeneous surface reflectance classes (sorting by soil
type did not produce useful classes as discussed in
Matthews and Rossow 1987), and classification ac-
cording to the retrieval quality flags that indicate in
which step of the analysis the values were obtained (see
section 2e). These results are examined more thor-
oughly in another paper (Matthews and Rossow 1987);
however, Fig. 1 illustrates several different types of ra-
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diance histograms obtained from this study. The his-
tograms for tropical and midlatitude forests illustrate
the range of reflectance values exhibited by a relatively
homogeneous surface type, Dense forest distributions
are expected to be narrow, since variations are intro-
duced at 0.6 um primarily by variations in vegetation
density (e.g., the deciduous forest and grassland types
exhibit reflectance distributions that are progressively
wider), rather than by variations in vegetation struc-
tures (Holben 1986; Matthews and Rossow 1987). The
width of these histograms is consistent with the ex-
pected variations due to the negiected variations in
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FI1G. 1. Distribution of surface visible reflectances deduced from
NOAA-5 SR for four vegetation types: (a) tropical rainforest in South
America in January, (b) deciduous forest in Western Europe in July,
(c) grassland in Asia in July, and (d) desert in Australia in January
(shaded distributions) and Africa in July (upper peak). The number
of 1° square regions included in each category is shown as the value
of N (cf. Matthews and Rossow 1987).



222

ozone and in the angular dependence of the surface
reflectances (cf., Kriebel 1978, 1979; Kimes et al. 1980;
Holben and Fraser 1984). In other words, the com-
plexity of the surface reflectance of a forest at this
wavelength produces only very small variations in the
‘0.6 um radiances measured by a satellite.

The histogram for tropical rainforest should be very
narrow, because of the high density of vegetation, but
instead a small population of values extends to near
20% reflectance. Comparison of this distribution with
the quality flag distribution shows that the higher values

JOURNAL OF CLIMATE

VOLUME 2

are associated with regions with an unusually small
frequency of “good” retrievals; i.e., the density of re-
trievals judged successful according to the tests de-
scribed in section 2e is much lower than normal. In
addition, the comparison of monthly maps (Fig. 2) and
histograms (not shown) shows a changing geographic
distribution of the anomalously high values that is cor-
related with anomalously low surface temperatures,
leading to the conclusion that these values are produced
by contamination due to highly broken cloudiness (cf.
Kaufman 1987) or to very persistent (cirrus?) cloudi-

MONTHLY MEAN SURFACE REFLECTANCE

JAN 77

APR 77

JuL 77

PERCENT

OCT 77

F1G. 2. Monthly mean surface visible reflectance maps of South America from NOAA-5 SR
measurements for January, April, July, and October 1977. The dark shading indicates values less
than 5%; the light shading indicates values of 5%-10%, and no shading indicates values greater

than 10%.
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ness (Matthews and Rossow 1987). This is confirmed
by the absence of this anomalously bright population
in the dry season in July (Fig. 2).

The desert histogram, on the other hand, shows that
some surface types are not very homogeneous (cf.
Staylor and Suttles 1986); the figure also shows how
different two deserts can be. In this and other cases of
sparse vegetation cover, however, the distribution shape
is found to be nearly constant (within 1%-3%) over
the whole year (see Fig. 5 in Ro89), which supports the
interpretation that they represent the actual surface
properties (Matthews and Rossow 1987). This con-
stancy also means that the variation of the surface re-
flectance with solar zenith angle is smaller than its
variation with location. Nevertheless, brighter bare soil
surfaces do exhibit stronger angular dependence;
whereas, the spectral dependence is weaker than for
vegetation (Brennan and Bandeen 1970; Kimes et al.
1980; Holben and Fraser 1984; Pinker and Ewing
1987).

Specific case studies were also performed to validate
the derived spatial patterns apparent in the more het-
erogeneous areas. Several individual images are selected
for each month of data by manual inspection of both
VIS and IR images to provide clear views of these lo-
cations. Figure 3 shows two samples of the more than
200 scatter plots produced by comparing surface re-
flectances retrieved from the individual images with

the retrieved monthly values for 2.5° square regions.

Each point is the daily and monthly reflectances of one
or more image pixels, each of which represents an area
approximately 15-25 km?, For dark surfaces (India),
the regional average monthly and daily reflectances
agree well, but the low correlation of the spatial patterns
suggests that the variations in these low values are as-
sociated with radiometer noise, atmospheric variations
(including aerosols), variations of the surface reflec-
tance with viewing geometry, and (possible) contami-
nation by very thin clouds. The angle dependence for
this vegetated region is, however, the weakest source
of variation for such dark surfaces (Coulson and Reyn-
olds 1971; Holben and Kimes 1986).

For bright surfaces (Sahara), the correlation of the
daily and monthly values is excellent. The amount of
variability is consistent with the (neglected) anisotropy
of desert surfaces (cf., Staylor and Suttles 1986; Holben
and Kimes 1986; Coulson et al. 1965). Absolute re-
flectance values and patterns in western Africa also
agree well with other studies of this region (Norton et
al. 1979; Courel et al. 1984), if account is taken of the
particular wavelength of our observations (see Mat-
thews and Rossow 1987).

Direct comparison of the absolute values of surface
reflectance values to other sources of measurement is
made difficult by the paucity of such information (see
Matthews 1985; Matthews and Rossow 1987; Pinker
1985). Compilations of surface surveys of vegetation
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FIG. 3. Comparisons of the surface visible reflectance patterns in
the monthly mean to a single NOAA-5 SR image of a 2.5° square
region in (a) India and (b) the Sahara on 29 January 1977. The dots
represent one or more reflectance values for original image pixels
equivalent to areas of 15-25 km?. The correlation, R, and RMS scatter
of the points about a linear best fit are shown; the solid line indicates
perfect agreement. The mean and standard deviation of the monthly
and daily data are also shown.

types and measurements of the reflectances by type are
available (Matthews 1983, 1985), but generally do not
provide enough spectral information to verify our re-
sults accurately. Other satellite studies either do not
remove atmospheric effects (e.g., Briegleb et al. 1986),
report only spectrally integrated values, which are often
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derived from narrowband measurements (cf. compar-
isons in Pinker and Ewing 1987), or do not account
for the anisotropy of the reflectance (e.g., Pinty and
Szejwach 1985). Comparison with the narrowband
values obtained by Kriebel (1978, 1979) and Coulson
and Reynolds (1971) shows good agreement for similar
vegetation types. Nevertheless, two aspects of the com-
parison of our values with available information sup-
port the validity of these values: average reflectance
values for various vegetation types agree with available
information and the geographic variations are consis-
tent with known variations of vegetation type (see
Matthews and Rossow 1987).

The reflectance of pure snow exhibits significant dif-
ferences in spectral and angular dependence (Wis-
combe and Warren 1980; Warren and Wiscombe 1980;
Warren 1982). The spectral dependence is opposite that
of soils and vegetation (e.g., Salomonson and Marlatt
1968; Pinker and Ewing 1987), whereas the angular
~ dependence is very weak except for a specular com-
ponent. However, the rapid variation of snow cover in
time, the alteration of snow surfaces by wind and aging
processes (Dirmhirn and Eaton 1975), and the inter-
action of snow with complicated surface structures, es-
pecially vegetation (Birnie 1986; Brest 1987; Brest and
Goward 1987), makes determination of the surface re-
flectance in snow covered regions challenging. Cur-
rently available data and albedo models of pure snow-
covered surfaces still show significant differences
(Warren 1982), but the mixture of snow and vegetation
produces a complicated and variable spectral/angular-
dependence mixture (Birnie 1986; Brest and Goward
1987) that is difficult to predict. Thus, direct compar-
ison of satellite measurements of snow reflectances to
ground-based information does not usually provide a
very restrictive validation.

Figure 4 shows two examples of many case studies
of snow-covered regions, one representing a region that
remained covered throughout the month and was far
from the melt boundary (central Soviet Union) and
one near the melt boundary with varying snow cover
during the month (central United States). The reflec-
tance pattern on a particular day corresponds very well
to the monthly pattern for the Soviet Union,' with the
magnitude of thé remaining variations consistent with
the neglected angular dependence (Dirmhirn and Eaton
1975; Warren 1982). This result suggests that the sat-
ellite measured values of reflectance (or albedo) for
snow-covered surfaces may be the best values available
because they can account, empirically, for the geo-

! The code error that eliminated the ozone absorption correction
in the surface reflectance retrieval step causes monthly values at very
high latitudes to be underestimated by about 5%-10% (see Matthews
and Rossow 1987); the small bias in the central Soviet Union results
is produced by this effect. At lower latitudes the effect is smaller.
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FIG. 4. As in Fig. 3, but for 2.5° regions in (a) central Russia
and (b) the central United States.

graphic and time variations of snow-cover effects.
Problems of discriminating between snow and cloud-
iness need to be resolved, however.

The case for the central United States shows no cor-
relation between the monthly and daily spatial patterns.
However, despite the lack of correspondence in the
reflectance pattern, the regional mean value is about
right. The monthly reflectance pattern differing from
a particular daily pattern in an essentially random way
may be due to variations in snow-cover amount and
aging effects during the month (Dirmhirn and Eaton



MARCH 1989

1975), since this region experienced a few snowfall .

episodes during the month. Other regions in central
Canada show more stable conditions like the central
Soviet Union case, while regions in the United States
that contain the monthly mean snowmelt line show a
small negative bias in the monthly mean reflectance.
This bias may be explained by the retrieval method-
ology which selects the warmest observations in regions
that are not completely snow covered for the whole
month. The general amount of variability of snow-
covered surface reflectance indicated by these case
studies in North America and Asia is consistent with
that observed by Robock and Kaiser (1985) and Rob-
inson and Kukla (1985).

General agreement for the absolute values of surface
reflectances over Antarctica (Carroll and Fitch 1981;
Yamanouchi 1983) was also obtained (subject to cor-
rection of the ozone error). Comparisons of other re-
constructions of the surface albedo of Greenland and
Antarctica (Kukla and Robinson 1980; Robock 1980)
suggest that Antarctica is somewhat brighter than
Greenland, which is confirmed in our results.

An indirect way to check the validity of our snow
reflectances is to compare the snow cover extent in-
ferred from the reflectance patterns with other data.
This introduces a problem of interpretation, since we
must infer the presence of snow from the reflectances.
A review of other methods of inferring the presence of
snow from satellite data (Scialdone and Robock 1987)
confirms the poor performance of the minimum albedo
technique commonly used to detect clear conditions.
The effects of snow cover variations and aging (Dirm-
hirn and Eaton 1975), of terrain mixing of snow and
other surfaces (Birnie 1986), and of shadowing by
clouds or topographic variations (McGuffie and Hen-
derson-Sellers 1986) all serve to decrease the surface
reflectance; hence, the minimum method underesti-
mates the reflectance and the amount of snow present.

Scialdone and Robock (1987) also highlight the dif-
ficulties of detecting snow in forested and/or moun-
tainous terrains. Snowfall in a forest hardly alters the
reflectance because the trees are not covered by the
snow (cf., Brest 1987). Their comparison of various
snow data sets leads them to conclude that the NOAA
operational snow product (Dewey 1987) is probably
the best available indicator of snow cover extent; this
is a view shared by Kukla and Robinson (1981). (See
Barry 1985, for references to other snow datasets.)
However, the quality of the NOAA product is still in
doubt for the very rugged Himalayan region (Rope-
lewski et al. 1984; Dey and Bhanu Kumar 1984).

We compare the snow line location produced by
NOAA (1977b) with that obtained from our monthly
reflectance values in two ways. Figure 5 shows the
United States portion of this comparison: Fig. 5a shows
the NOAA snow line superimposed on our monthly
mean reflectance map with contours at 20% and 30%;
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FG. 5. Comparison of snow cover inferred from monthly mean
surface visible reflectances for North America from NOAA-5 SR
data to the NOAA operational snow cover data in January 1977. In
(a) the monthly mean surface reflectances are indicated by solid con-
tour lines, 20% (thin solid line) and 30% (thick solid line); shading
indicates values < 20%. Hash marks indicate no NOAA-5 data. In
(b) the solid contour lines indicate locations where the January mean
surface reflectance exceeds the July mean value by > 10% (thick line)
and by > 20% (thin line). The NOAA monthly mean snow line is
indicated by a dashed line on both maps.

whereas Fig. 5b shows the regions where the January/
July reflectance difference exceeds 10% and 20%. The
comparison between our line and the monthly average
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NOAA line is good (within 100 km) in regions where
the weekly positions are nearly the same over the
month, but poorer (errors of 100-300 km) where the

. weekly data indicate rapid variations. Figure 2 also
shows the inferred snow line position in South America,
indicated by the larger reflectance values at high lati-
tudes.

In Fig. 6 we show the seasonal cycle of total surface
reflectance obtained from our results; comparisons with
other reconstructions of the seasonal cycle of total al-
bedo by Robock (1980), Kukla and Robinson (1980)
and Hummel and Reck (1979) show good quantitative

correspondence. [There is a systematic bias between

our surface reflectances at 0.6 um and the broadband
albedos of these authors (cf., Pinker and Ewing 1987);
comparing summer and low latitude values suggests a
correspondence between our 10%-15% values and their
20% values.] In particular, the 10% contour of the zonal
mean reflectance in the Northern Hemisphere shows
a shift from about 65°N in July to about 40°N in Jan-
uary in all results (accounting for the bias). In the
Southern Hemisphere, this contour is located at about
65°S in January in all results. Comparisons of monthly
surface reflectance maps to the climatology of the snow
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FIG. 6. Seasonal variation of zonal mean surface visible reflectances
in percent from NOAA-5 SR data for January, April, July, and Oc-
tober 1977. Solid contours indicate 20% intervals in the zonal mean
as deviations with respect to the annual global mean value; the dashed
contour is a deviation of 5%. Shading indicates negative deviations
and x-marks indicate no measurement is available. The four monthly
values are repeated to produce two seasonal cycles.
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line position in Robock (1980) also show an excellent
correspondence of the large-scale patterns: for example,
1) in January in North America, the snow line is near
40°N with a trend from northeast to southwest; 2) in
January in Asia, the snow line is between 42° and 45°N
with southern extensions between the Black and Cas-
pian seas into Turkey and into eastern China; and 3)
in October in North America, the snow cover is located
west of Hudson’s Bay and in and north of the coastal
mountain ranges in Alaska.

In summary, the uncertainty of the land surface re-
flectances, due to incomplete treatment of atmospheric
and angular effects, is judged to be <3% at 0.6 um, if
the variability exhibited in the various tests is assumed
to be entirely due to analysis problems (see Matthews
and Rossow 1987). This uncertainty appears to be ran-
dom, except for a few tropical regions with cloud con-
tamination. Brighter surfaces, e.g., the Sahara, have
somewhat larger errors due to the larger angle depen-
dence. This result should not be taken to mean that
the angular dependence of surface reflectances can be
ignored in all cases. Rather, this result shows that at
0.6 um the geographic variations in reflectance, con-
trolled by vegetation density variations, are larger than
the errors in correcting for the atmosphere and the sur-
face anisotropy. Using data from a sun synchronous
polar orbiter also limits the range of angles encountered
(cf. Robock and Kaiser 1988). The same is not true
for other wavelengths (cf. Koepke and Kriebel 1987;
Kimes et al. 1987) for other satellites, or for monitoring
of seasonal variations. Moreover, since the vegetation
density variations produce reflectance variations of
only about 5%-15%, detection of vegetation changes
in observations near this wavelength will require a
much more accurate treatment of the satellite data.
Sufficiently accurate surface albedos for radiation
budget calculations also require proper treatment of
the anisotropy (Koepke and Kriebel 1987; Kimes et
al. 1987).

Measuring surface properties of certain land areas
is made very difficult by unusually persistent cloudi-
ness. The most notable problem areas are the West
African coastal zone along the Gulf of Guinea (from
Guinea to Congo), Bangladesh and eastern India,
southern China and Southeast Asia, the islands in the
tropical western Pacific, and the northern and eastern
areas of the Amazon Basin. .

The rapidly varying parts of the snow-covered land
have a larger uncertainty in the reflectances (=~10%).
[The error caused by the failure to remove ozone ab-
sorption effects is only significant at higher latitudes
for brighter surfaces (Matthews and Rossow 1987) and
can be corrected.] The error can be decreased somewhat
by taking account of the anisotropy of snow-covered
surfaces; however, models may have to be developed
directly from satellite observations for a very wide va-
riety of surface types (e.g., snow cover on different veg-
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etation types). Some decrease in the error may also be
possible by increasing the time resolution; however,
this requires a more reliable method for distinguishing
snow from clouds (e.g., Bunting and d’Entremont
1982). A systematic survey of the effects of snow on
surface albedo is possible from satellite data, but such
studies have been limited.

The complete geographical distribution of the annual
mean land and ocean surface reflectance is shown in
Fig. 7 for 1977. The well-known features are apparent:
bright North African deserts, generally dark continents
which are still brighter than the ocean, and a bright-
ening of land and ocean at higher latitudes by snow
and sea ice cover. The level of surface detail that can
be examined with a systematic satellite survey is ap-
parent, even at the 1° resolution of Fig. 7; survey of
the whole globe at a resolution of 10-30 km seems
practical (cf. Tucker et al. 1986). A more detailed study
of the five monthly maps of land reflectance is discussed
in Matthews and Rossow (1987).

¢. Ocean surface reflectance

The ocean reflectance as a function of angle is ac-
counted for in the cloud analysis by the model de-
scribed in Ro89; however, this model includes only the
effect of Fresnel reflection from a spectrum of sloping
surfaces (also see Takashima and Takayama 1981).
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Other effects that alter the reflectance of the ocean sur-
face are wind roughening that causes surface bubbiles,
and suspended particles that significantly increase the
reflectance from below the surface (Tanaka and Na-
kajima 1977).

The statistical retrieval of the surface reflectance can
be used to check the validity of our reflectance model
by saving the results as a function of geometry. (Minnis
and Harrison 1984a, also use a statistical retrieval to
develop an empirical model of planetary reflectance
over ocean.) This comparison shows that the model is
correct to within ~2% for geometries away from glint
conditions (u ~ ug, ¢ < 20°), but that, as glint con-
ditions are approached, the model reflectance does not
increase as rapidly as observed. A similar conclusion
is reached from a comparison of the model reflectance
to other data (e.g., Kondratyev 1969, 1973; Payne
1972). For the geometries encountered by NOAA-5,
the discrepancy reached ~5% near the edge of an in-
dividual orbit swath (low ). The gradual brightening
of the ocean surface reflectances in Fig. 7 is consistent
with the solar zenith angle dependence shown in other
measurements (Payne 1972), although some cloud
contamination may contribute to the increased reflec-
tances in the southern oceans.

The comparison of the model and retrieved reflec-
tances also uncovered another “discrepancy’: several
regions of “anomalously” high reflectances were found

NOAA 5 SR ANNUAL MEAN SURFACE REFLECTANCE
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FIG. 7. Geographic distribution of annual mean surface visible (0.6 um) reflectance in percent
from NOAA-5 SR data for 1977. Values are averaged to 1° resolution represent the mean of
values for January, April, July, and October, except at latitudes > 65° where no value is contributed
from the winter month (see Fig. 6). Hash marks divide the gray scale at the annual global mean
surface reflectance. Even though the gray scale has an upper limit of 50%, the white color indicates
all values > 34%; most of Greenland and Antarctica have larger reflectances (see Fig, 6).
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that appear to correspond to regions of high biological
activity and turbidity associated with upwelling mo-
tions (FAO 1972). The “anomalous” reflectances were
typically twice that expected from the model, i.c., 4%—-
8% instead of 2%-4%, and consistent with measure-
ments of the highly turbid waters found in such regions
(Tanaka and Nakajima 1977). This explanation is
strengthened by the absence of only one major region
in our reflectance maps, namely, the region off the coast
of Peru, consistent with the fact that 1977 was an El
Nifio year (Miyakoda and Rosati 1982). Measurement
and interpretation of this variation of ocean reflectance
is the objective of the Coastal Zone Color Scanner (see
references in Esaias et al. 1986). These features do not
show in Fig. 7 because of averaging over large regions
(=~100 X 100 km) and all four months.

When sea ice is determined to be present, the ocean
model surface reflectance is replaced by the retrieved
value of RS. The test for cloud contamination over
ocean included a test for sea ice; namely, RS > 20%
and TS* < 271 K is required (see section 2e). These
criteria are meant to approximate observations rep-
resenting partial ice cover (=~25%) over the SR FOV,
since a brightness temperature of 271 K corresponds
to a water surface temperature of about 273 K. The
RS criterion is similarly resolution dependent (cf. dis-
cussion in Comiso and Zwally 1982).

The surface reflectance of sea ice is sensitive to a
number of factors, such as the fractional coverage of
open water, the fractional coverage of melt puddles on
the ice surface, the ice age, snow cover, and surface
roughness. There are few climatological data for the
reflectances of sea ice that can be used to validate our
values. The range of values obtained, 30%-60%, is
consistent with available reports of broadband albedos
for the Arctic (Grenfell and Maykut 1977; Barry 1983;
Barry et al. 1984) and the Antarctic (Kuhn and Siogas
1978; Yamanouchi et al. 1986). Grenfell and Perovich
(1984) show sea ice albedos in the Beaufort Sea in this
same range. Broadband albedos are expected to be
lowest in the Arctic in June-August because of melt
water on the surface, with typical values about 30%—
50%, but the summertime albedos in the Antarctic are
expected to be 10%-20% larger because surface melting
is less prevalent (Andreas and Ackley 1982; Kuhn and
Siogas 1978). Our results show generally higher values
in the Antarctic than in the Arctic, consistent with these
summaries. These general values are also consistent
with the surface albedo reconstructions of Kukla and
Robinson (1980) and Robock (1980).

The regional pattern of sea ice reflectances for July
1977 in our results is in excellent agreement with the
survey by Scharfen et al. (1987) using the Defense Me-
teorological Satellite Program (DMSP) imagery, which
covers the 0.4-1.1 um wavelength range. The differ-
ences in radiometer spectral responses can account for
the small differences in reflectances (~5% absolute).
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Scharfen et al. (1987) divide the Arctic basin into five
subregions; their monthly mean albedos for July 1977
are 0.52 (central Arctic), 0.42 (Beaufort/Chukchi seas),
0.40 (East Siberian/Luptev seas), 0.27 (Kara/Barents
seas), and 0.46 (northwest North Atlantic). Values re-
trieved from our NOAA-5 SR analysis for the same
month and regions are (after correcting for the ne-
glected ozone absorption) 0.5, 0.35, 0.35, 0.3, and 0.4,
respectively.

The wide range of sea ice albedo values reported in
climatologies and employed in climate models (also
see Barry et al. 1984), together with the large spatial
variations seen in our results, suggest a need for more
careful satellite surveys to monitor the seasonal and
geographic variations of the sea ice surface properties.

As with snow, the determination of the location of
sea ice can be used as an indirect check on our results.
The location of the sea ice edge depends on the treat-
ment of broken ice; i.e., the ice edge must be defined
by an ice concentration threshold, above which the
area is considered to be ice covered. (This is the same
problem encountered in the detection of clouds.) Con-
sequently, intercomparisons of the sea ice edge location
in data which sense different properties of the scene

-and employ different definitions of the threshold ice

concentration cannot provide detailed verification (also
see Carsey 1982, for discussion of other factors in the
analysis of microwave data). For example, Walsh and
Johnson (1979) found that disagreements among dif-
ferent datasets for Arctic sea ice positions were as much

" as 500 km, which is as large as the interannual vari-

ability. Sturman and Anderson (1985) find differences
in estimates of Antarctic sea ice area from the same
data sources of as much as 25%. Use of a single IR
channel criterion does not produce detailed agreement
with microwave determinations (for example, Zwally
et al. 1983); however, our two channel requirement
produces a qualitatively similar relationship to that of
Zwally et al. (1983) between the sea ice line and the
271 K isotherm in the Weddell Sea area.

Figure 8 shows a comparison of our results with sev-
eral other datasets for selected, more highly variable
regions (see Barry 1986 for references to other sea ice
data), using two different criteria: RS > 20% and TS*
< 271 K (dashed line), and RS > 25% and TS* < 269
K (solid line). Figure 8a shows the mean and the max-
imum and minimum positions of the ice edge in the
Greenland Sea for the middle of July, averaged from
1972 to 1982 (NOAA 1984). Other climatologies based
on similar or microwave data and representing the end
of July (Wadhams 1981; Carsey 1982; Parkinson et al.
1987) are very similar. Comparisons of sea ice edge
positions in the Kara/Barents seas in 1977 (Barry et
al. 1984) and the Beaufort/Chukchi seas in 1976 (Par-
kinson et al. 1987) show agreement to within 100 km
(not shown). Given the variations introduced by dif-
ferent definitions of the ice edge location and the time
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F1G. 8. Comparisons of sea ice boundaries inferred from NOAA-5 SR visible and infrared
measurements to sea ice climatologies. Land areas are indicated by shading. The dashed contour
indicates sea ice by surface reflectances > 20% and surface temperatures < 271 K; the solid
contour is for surface reflectances > 25% and surface temperatures < 269 K. (a) In the vicinity
of Greenland in the middie of July, the open circles show the mean sea ice edge from the NOAA
(1984) climatology from 1972 to 1982. The error bars indicate the range of July sea ice edge
positions over this 10 yr period; the x-marks indicate extreme ice edge for the beginning of July.
(b) In the vicinity of the Weddell Sea in January, the plus mark are the climatology of Alexander
and Mobley (1976) and the open circles are that of Streten and Pike (1980). The error bars indicate
the variability of January sea ice edges over the years in the Streten and Pike climatology. The
solid triangles are the sea ice edge from January 1976 from microwave measurements (Zwally et
al. 1983). (c) In the vicinity of the Ross Sea in January, the symbols have the same meaning as
in panel (b).
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periods which the results cover, the comparison is fa-
vorable. Since our method “accepts” any time-stable
value from any part of the month, our results cannot
account for variations in ice edge that occur within the
month. To illustrate how this factor affects the com-
parison, we indicate the extreme ice edge reported for
the beginning of July (NOAA 1984) by the x-marks in
Fig. 8a. This comparison suggests that our results may
represent early July conditions better than late July
conditions. The correspondence between our results
and the NOAA operational product for early July 1977
(NOAA 1977b) is, in fact, much better than the com-
parison to climatologies shown in Fig. 8a.

Figure 8b shows the ice edge data for the Weddell
Sea in January 1977 compared with two climatologies
(Alexander and Mobley 1976; Streten and Pike 1980)
and to the 1976 data of Zwally et al. (1983). The cor-
respondence to the microwave results of Zwally et al.
(1983) is especially good and is consistent with the other
data, considering the large interannual variability oc-
curring in this region [shown as bars in the Streten and
Pike (1980) data]. Agreement among these data is much
better along the portions of the coast that show less
variability (e.g., longitude 240°-280°E). Figure 8c
shows a polyna (open water within the ice) in the Ross
Sea that appears to be a remnant of a much larger, but
decaying region of open water observed by the NIM-
BUS-5 microwave in previous years (Zwally et al.
1983). Although no specific data are available for com-
parison in 1977, confirmation of details such as the
polyna suggest that our ice edge positions are correct
to within 100-300 km (subject to the uncertainty of
the threshold ice concentration).

At first, the results for the winter months do not
_ appear to be as good; comparisons of sea ice position
inferred from surface reflectances > 20% (not shown)
suggest a bias towards the equator of about 300-500
km. This could be related to persistent ice edge cloud-
iness (cf. Barry et al. 1984), combined with the effects
of low illumination (the solar zenith angle is > 70°)
and (relatively) large radiometer noise. These condi-
_ tions, together with rapid variations of the surface
properties, themselves, nearly eliminate successful sur-

face retrievals near the ice edges. Consequently, the .

surface properties are “filled in” by step 4 of the pro-
cedure, producing values of the surface reflectance that
are intermediate between open water and ice cover.
However, the reflectances of open ocean are already
>20% at the solar zenith angles near the ice edge (Payne
1972; Kondratayev 1969); thus, the reflectance contrast
between open water and sea ice is, in fact, small. The
difficult observing conditions, together with the solar
zenith angle dependence of water reflectance makes
Jjudging the location of the ice edge by the visible re-
flectance values very difficult. The correspondence be-
tween the monthly mean 271 K isotherms and the ice
line position is much better (Fig. 11), suggesting that
the reflectance results may not be too bad.
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In summary, the model used for ocean surface re-
flectance is accurate to within 2% except near glint ge-
ometry, where the model is 5% below the observed
reflectivity. Limited regions of the ocean also exhibit
reflectances 2%-6% higher than typical values due to
suspended particulates. Detection of this small effect
in the data, however, confirms the overall accuracy
estimate for most surface reflectances. The uncertain-
ties in the reflectances for sea ice covered regions are
harder to estimate; however, the difficulties with the
proper identification of clear scenes in these regions,
the low illumination, and the amount of variation that
can occur in a month suggest that the uncertainties
could be 10%, with the larger errors occurring near the
sea ice edges.

d. Ocean surface temperature

Remote sensing of sea surface temperature (SST)

‘has been studied since the first satellites began mea-

surements of infrared radiation (e.g., LaViolette and
Chabot 1969; Smith et al. 1970; Vukovitch 1971;
Shenk and Salomonson 1972b). Techniques for re-
trieval of SST have continued to improve, such that
errors today are estimated to be <1 K for monthly
mean values averaged over regions ~ 200-500 km
across (Njoku 1985; McClain et al. 1985; Ho et al.
1986). The remaining uncertainty is produced by lack
of accurate measurements of atmospheric temperature
structure (Maul and Sidran 1973; Bernstein 1982; Bar-
ton 1983; Ho et al. 1986; Minnett et al. 1987); atmo-
spheric water vapor abundance (Maul et al. 1978; Maul
1981; McMillin and Crosby 1984; Barton 1985;
Schluessel et al. 1987); atmospheric aerosol variations,
particularly those caused by volcanos (Walton 1985);
emissivity variations of the surface with viewing ge-
ometry and surface roughness (Buettner and Kern
1965; Singh 1984); and by uncertainty in the calibration
of the radiometers (e.g., Castagne et al. 1986). A lim-
itation on testing improvements in satellite measure-
ments is the accuracy of the ship data usually used to
verify the satellite results (Barnett 1984; McClain et al.
1985; Barton 1985; Wright 1986). In particular, con- -
ventional ship and buoy data do not measure the skin
temperature sensed by the satellite radiometer
(Schluessel et al. 1987).

These estimates all assume that there is no cloud
contamination of the satellite measurements; however,
there are some regions where complete elimination of
clouds from the data is very difficult (Maul and Sidran
1973; Bernstein 1982; McClain et al. 1985; Saunders
1986). The statistical tests of the technique used here
also reveal small regions in the tropics and subtropics
that exhibit some cloud contamination; otherwise, the
SST values obtained appear accurate to within 2 K for
the smaller regions that we use (=100 km across).

Figure 9 shows histograms of point-by-point differ-
ences between our monthly satellite values and the col-
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FIG. 9. Distribution of the differences between the monthly mean sea surface temperatures from the NMC ship
data and the NOAA-5 SR analysis for January (solid) and July (dashed) 1977 in (a) the Northern Hemisphere
and (b) the Southern Hemisphere. The average difference and the standard deviation of the differences are also

shown.

located monthly average ship observations. The narrow
distributions are consistent with the estimated effects
of the atmospheric, surface emissivity, and radiometer
uncertainties discussed above. The bias of 2-4 K can
be accounted for by four effects: surface emissivity, wa-
ter vapor absorption, ‘“skin” vs “surface” effects, and
calibration. The first two effects can be removed in an
improved radiative model, whereas the second two ef-
fects are related to data quality. Our retrieved values
correspond to the temperatures for a blackbody; cor-
recting the values using the actual emissivity of water
(reported as 0.99 by Buettner and Kern 1965, and as
0.98 by Singh 1984) decreases the bias by about 1 K.
The actual emissivity depends on the surface roughness
(Singh 1984) and the presence of any contaminants on
the surface (Buettner and Kern 1965). The emissivity
for rough surfaces also depends on the satellite zenith
angle, varying between 0.99 and 0.95 as the zenith angle
varies from 0° to 60° (Buettner and Kern 1965). This
effect was neglected in our radiative model.

The latitudinal (not shown) and seasonal variation

(Fig. 9) of the bias suggests an error related to the cal-
culation of water absorption of at least 1-2 K. This
can be due either to an error in the absorption coeffi-
cient for water vapor at 11 um or to a systematic un-
derestimate of water vapor abundance. The latter ex-
planation does not seem correct, especially since Rosen
and Salstein (1980) suggest that the NMC water anal-
yses may be biased high by 10%~20%. Our formulation
of the water absorption (Roberts et al. 1976) neglected
the contribution of weak lines in the absorption spec-
trum, which underestimates the water vapor absorption
by about 30% (Grassl 1974; Barton 1983). This error
is equivalent to 1-2 K of the bias (McMillin and Crosby
1984; Barton 1985). Much better calculations of water
vapor absorption should be possible (cf., Luther 1984).
The third effect is caused by the difference between
“skin” temperature measured by the radiometer and
the subsurface temperature measured by the ships,
which can be as large as 1 K (Bernstein 1982; Barton
1983; McClain et al. 1985; Barton 1985; Schlussel et
al. 1987). Under clear conditions, the “skin” of the
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ocean (the uppermost 0.1-1 cm of water) can be slightly
cooler than the bulk temperature, but this relation can
be altered by wind stirring. The uncertainty in the cal-
ibration of the radiometer (fourth effect), needed to
account for most of the remaining 1-2 K bias in our
results, is similar to other estimates of calibration un-
certainties (Njoku 1985).

Miyakoda and Rosati (1982) compared several ship-
only, satellite-only, and mixed ship-satellite SST anal-
yses from 1976 and 1977 to their own analysis of ship
data and of data from the same NOAA-5 SR that we
used. Their overall assessment of the comparison was
that the agreement was generally good to within 1-2
K (standard deviation of 1.5 K), with the larger errors
occurring in highly cloudy regions. Comparison of our
results to their preferred result shows agreement to
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TABLE 3. Compaﬁson of SR SSTs (in parentheses)
with SST from Miyakoda and Rosati (1982) in °C.

Location January July

S50°N, 180°E 3.5(1.3) 10.0 (9.2)

50°N, 140°W 7.5 (6.8) 9.0 (10.2)
35°N, 150°E 16.5 (13.3) 24.0 (23.7)
35°N, 140°W 17.0 (14.3) 21.0 (20.2)
0°N, 180°E 28.0 (26.3) 29.5 (27.7)
180°E: Diff 50°N to 0° 24.5 (25.0) 19.5 (18.5)
140°W: Diff 50°N to 35°N 9.5(7.5) 12.0 (10.0)

within the same 1-2 K with a higher standard deviation
of 2.5-3 K. In particular, their analysis confirms some
of the larger differences between our SSTs and the cli-
matological norm for January 1977: a strong positive
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FiG. 10. Comparison of microwave sea ice edges in April and October 1976 (Zwally et al. 1983; Parkinson et al. 1987), shown by the
dashed lines, to the surface temperature isotherms deduced from NOAA-5 SR measurements in the Arctic for (a) April 1977 and (b) October
1977 and in the Antarctic for (¢) April 1977 and (d) October 1977. The surface temperature contours are labeled. These values have been

corrected for the hemispheric mean bias shown in Fig. 9.



MARCH 1989

anomaly near the Chilean coast, consistent with the
ongoing El Nifio event, strong positive anomalies
throughout the 10°-30°S latitude zone, and a strong
negative anomaly in the western equatorial Pacific (lit-
tle water with SST > 28C). In addition to a comparison
of our results with those of Miyakoda and Rosati (1982)
at individual locations, we also compared horizontal
temperature differences and found agreement to 1-2
K. These comparisons are summarized in Table 3 by
showing comparisons of the measured seasonal vari-
ations of SST at the specific test sites studied by Mi-
yakoda and Rosati (1982). Figure 15 shows another
regional comparison; the SR values shown here have
had the January, hemispheric mean bias (Fig. 9a) re-
moved.

Sea ice positions compare favorably with other anal-
yses (as discussed above), but no information is avail-
able to verify the surface temperatures retrieved. Figure
10 shows a reasonable correspondence between the 271
K isotherm in April and October 1977 and the micro-
wave ice line position in the Arctic and Antarctic in
April and October 1976 (Zwally et al. 1983; Parkinson
et al, 1987) near Antarctica. The larger discrepancy for
Antarctica in April may be due to significant cloud
contamination of our TS values near the ice edge. Since
water vapor abundances are very low and ice emissivity
is nearly unity (Warren 1982), the expected uncertainty
in retrived sea ice surface temperatures is on the order
of the synoptic variability of the sea ice surface tem-
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perature, which is neglected in this analysis. Variation
of sea ice surface temperatures are not well studied,
but we estimate from small-scale spatial variations that
the uncertainty is ~4 K.

In summary, the uncertainty in the relative SST val-
ues (with the bias eliminated), is ~2 K, associated with
radiometer noise and uncertainties in atmospheric
temperature and water vapor abundances. Figure 11
shows the annual mean variation of SST for 1977 ob-
tained from this analysis. Values in some locations are
biased by persistent cloudiness: persistent portions of
the ITCZ are in the western Pacific and eastern Indian
oceans, near Central America, and off the coast of
Guinea and the marine stratus regions off western Af-
rica, the west coast of Australia, off Peru, off the south-
west coast of North America, and off Angola/Namibia
(the latter two regions are very persistent). Radiometer
calibration uncertainties are the largest source of bias,
overall.

e. Land surface temperature

Land surface temperatures are more variable because
the faster radiative response of the land surface allows
diurnal, synoptic, and seasonal variations to have sig-
nificant amplitude (cf. Idso et al. 1975; Wetzel et al.
1984). The result of the statistical analysis of the satellite
data in our method is assumed to represent the monthly

NOAA 5 SR ANNUAL MEAN SURFACE TEMPERATURE

180

"320

FIG. 11. Geographic distribution of annual mean surface (brightness) temperatures in degrees
Kelvin from NOAA-5 SR data from 1977. Values are averaged to 1° resolution and represent
the mean values for January, April, July, and October, except at latitudes > 65°W where no value
is contributed from the winter months (see Fig. 16). Hash marks divide the grey scale at the
annual global mean surface temperature. The values shown on the gray scale include all values

that occur.
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mean surface temperature at the local time of day cor-
responding to the satellite overflight. This result is then
combined with the synoptic deviations inferred from
the NMC analysis dataset to produce a daily surface
temperature value at each location at a resolution of
2.5°. Figure 12 shows the histogram of the point-by-
point differences between the satellite monthly values
and the monthly mean, collocated surface station re-
ports.? The distribution of differences is much broader
over land, ~5-6 K, and the bias is also larger and
more variable with season than for the ocean surface.
The same factors contribute to the land bias as for the
ocean, with the water vapor effect slightly smaller and
the emissivity effect larger (cf. Wetzel et al. 1984).

Emissivities for various surface materials vary be-
tween (.7 and 0.95, with increasing moisture content
causing increasing values (Buettner and Kern 1965;
Hovis and Callahan 1966; Prabhakara and Dalu 1976).
Some geometric variation is also exhibited by desert
surfaces (Staylor and Suttles 1986). The geographic
variation of land surface emissivity, especially that as-
sociated with vegetation variations, increases the dis-
persion of the differences between the blackbody tem-
perature and the actual surface temperature shown in
Fig. 12, but the emissivity effect is actually a bias error
that varies with location. Since the average emissivity
is smaller than for the ocean, a larger bias is also ex-
pected (=2 K).

The equivalent of the “skin” effect for land mea-
surements is that the temperature of the solid surface
or vegetation canopy (the “skin”) differs from the air
temperature at 1-2 m altitude where it is measured by
weather stations. Probably the most extreme differences
are those that occur in arid regions; Buettner and Kern
(1965) report differences in the Sahara ~10 K over
rock surfaces and 15-30 K over sand surfaces. This
difference can vary with season (Fig. 12) and time of
day (Minnis and Harrison 1984a,b); Idso et al. (1975)
report diurnal variations in the “skin”-air temperature
difference from 2 to 20 K. Geographic variations are
also caused by variations in such factors as the vege-
tation canopy height and soil moisture (Wetzel et al.
1984). The map of the differences (Fig. 13) shows the
expected patterns: larger positive differences in arid re-
gions (e.g., central Asia) than in moist regions and larger
positive differences in summer than winter (shown by
the shift from a negative to a positive bias). Some of
these sources of discrepancy between the satellite and
ground data, which can be ~5-10 K, are not an error

2 This surface temperature dataset is obtained from the NMC col-
lection of reports from over 4000 conventional weather stations; av-
erages are produced for the same 2.5° square regions and for the
time of day closest to the satellite overpass time. Although these data
are used to produce the NMC analysis of surface temperature, there
are significant differences between the station report summary and
the NMC analysis product (see Ro89), which also contribute to the
differences shown in Fig. 12.
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F1G. 12. Distribution of the differences between the monthly mean
NMC surface station air temperature reports and the NOAA-5 SR
surface (brightness) temperature for January (solid) and July (dashed)
1977 on Northern Hemisphere land surfaces. Only the station report
nearest in time to the NOAA-5 overflight time is used in the average.
The average and standard deviation of the differences are also shown.

in the satellite analysis, but rather represent a difficulty
in validating satellite measurements using conventional
surface observations. However, to obtain the “physical”
surface temperature from satellite measurements re-
quires corrections for each site to account for these
effects. If only the clear sky radiation is desired, then
the effective value defined by the satellite measurements
can be more accurate, if the same assumptions are used
in the retrieval model as in the radiation model.

Several regions of negative bias are also apparent in
the tropics in Fig. 13; these represent areas of persistent
cloud cover (e.g., the summer monsoon region in India)
that contaminate the satellite observations. These areas
are also well correlated with bright anomalies in the
surface reflectance maps.

The larger and more seasonally variable bias between
the average satellite and average station temperatures
(shown in Fig. 12) is also produced, partly, by a dif-
ference in the samples of time variations included in
the two averages. Whereas the station data include
measurements from every day in the month—cloudy
or clear—the satellite data only include measurements
for clear days. This effect also alters the relation between
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DIFFERENCE OF NMC AND NOAA 5 SURFACE TEMPERATURES

M

FIG. 13. Geographic distribution of surface temperature differences larger than one standard
deviation from the mean difference between the NMC ship and surface station air temperatures
and the NOAA-5 SR surface (brightness) temperatures for (a) January and (b) July 1977. The
average and standard deviation of the differences used to produce these maps are different for
ocean (see Fig. 9) and land (see Fig. 12) and month. Positive values of the difference (heavy
shading) indicate that the NOAA-5 values are warmer than the NMC values; negative differences
(light shading) indicate that NOAA-5 values are colder. No shading means that the values differ

by less than one standard deviation.

the “skin” temperature and the near-surface air tem-
perature. This “clear sky” bias was revealed in daily
case studies (Fig. 14) comparing the combined SR and
NMC surface temperatures with the station reports at
satellite overpass time for a 2-week period in January
and July over the United States. The effect showed up
as a characteristic pattern of error, such that the station
temperatures in cloudy regions are generally warmer
(colder) than the satellite temperatures in winter (sum-
mer), while adjacent clear regions were in good agree-
ment, i.e., showing only the expected bias caused by
the “skin vs air temperature” effect. The seasonal de-
pendence of geographic biases (Fig. 13) is also consis-
tent with the relation that clear days are generally colder
(warmer) than the monthly mean in winter (summer).

Case studies comparing surface temperatures re-
trieved from manually selected cloud-free images with
the monthly mean distribution of surface temperatures
show overall correspondence to within 5-8 K. Tem-
peratures for 6 specific days were also compared to
station reports over the United States to test the com-
bination of SR and NMC data to reproduce the day-
to-day surface temperature variations. Figure 15 shows
one example with the mean bias removed (a different
bias is removed for land and water based on Figs. 9
and 12). As can be seen, most of the large-scale features
over land are correctly reproduced by this combination
of data.

The seasonal cycle of zonal mean temperatures,
which is dominated by land variations, is shown in Fig.
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16; the geographic patterns of the annual mean values
are shown in Fig. 11. Comparison of the geographic
and seasonal locations of isotherms (corrected for the
bias discussed above) shows good correspondence with
the maps shown by Herman and Johnson (1980). As
examples: 1) the 278 K isotherm in our January results
goes from England to the East Coast of the United
States at about 40°N and from near Alaska to Tokyo
in the Pacific, whereas the climatology shows a slightly
more southern position of this isotherm in the North
Pacific; 2) the 278 K isotherm in our Southern Hemi-
sphere results is nearly identical to that shown by Her-
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HG. 14. Patterns of surface temperature differences between NMC
surface station air temperatures and NOAA-5 SR surface (brightness)
temperatures compared to cloud cover patterns for 3 days in January
1977. The dashed lines are contours of zero temperature difference
(with hemispheric monthly mean bias removed); the sign of the dif-
ferences are indicated. The shading indicates cloud cover > 75%
according to the surface station reports. All NMC values are taken-

“from the Daily Weather Maps (NOAA 1977c¢) for the indicated dates.

man and Johnson (1980); 3) the climatology shows a
temperature in Greenland in July of about 263 K,
whereas our results give a value of 258 K with no bias
corrections; and 4) the climatology shows a temperature
in Antarctica in January of 243 K compared to our
result of 249 K, with no bias corrections.

In summary, the dispersion of the temperature dif-
ferences and the discrepancies shown in the test cases
suggest that this analysis reconstructs the land surface
temperatures within about 6 K. The variation of emis-
sivities on land contributes about one-third of this error,
whereas time variations seem responsible for much of



MARCH 1989

SURFACE TEMPERATURE (C) FOR 16 JANUARY 1977

NO DATA /

= NOAA-5 SR
== NMC

FiG. 15. Comparison of surface temperature for North America
from NOAA-5 SR data (solid contours) with NMC surface data
(dashed contours). The NOAA-S SR results combine the monthly
mean satellite-measured value with the daily deviations from the
monthly mean NMC analysis over land to produce daily values; both
the NOAA-5 and NMC values over ocean are monthly means. The
NOAA-5 SR surface temperatures have been changed to eliminate
the hemispheric, monthly mean bias (see Figs. 9 and 12).

the remainder.® Price (1984) estimates retrieval errors
of 2-3 K, using a split-window method, when errors
caused by regional emissivity variations and calibration
uncertainties are neglected. Usually persistent cloudi-
ness causes problems in the same tropical areas men-
tioned in section 3b and over higher latitude winter
continents, particularly northwest North America and
northern Europe.

f. General problems

The emphasis of the above comparisons of satellite-
derived and surface-measured quantities has been on
assessment of regional and global scale sources of error.
There are several general sources of uncertainty in such
satellite measurements that arise which are not usually
discussed in the literature; these difficulties can become
very important when attempting to measure small-scale
or detailed behavior of surfaces and are the reason for
the statistical approach to measuring larger-scale vari-
ations used here. These “external” sources of mea-
surement variation are unmeasured atmospheric vari-

3 Some of our error is produced by the use of the NMC model-
analyzed surface temperatures, which do not always agree well with
the original observations.
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ations, radiometer performance limitations, navigation
““jitter,” and classification errors.

Although atmospheric effects at some wavelengths
are quite small and corrections can, in principle, be
made accurately if atmospheric properties are known,
small variations in atmospheric mass (surface pressure)
and aerosol content can occur on very short time scales.
Thus, even the effect of absorptions by “constant” at-
mospheric gases will vary slightly and, consequently,
the radiances measured by satellites will exhibit very
small variations. This “atmospheric noise” can be
eliminated if the observation density is high enough in
time and space to allow average values to be calculated.

“Instrumental” noise of several varieties also is
common in satellite data. In addition to the noise level
in the radiometer, some datasets are contaminated by
external interference in the telemetry (on-board the
spacecraft or in the receiving antenna) and by pro-
cessing errors on the ground. This type of problem
makes analysis schemes that use a single measurement
or an extreme value (€.g., minimum albedo or maxi-
mum temperature) very risky. Other instrument per-
formance problems can appear in very high resolution
measurements or in observations of low contrast or
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ZONAL MEAN SURFACE TEMPERATURE
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indicate no measurement is available. The 4 monthly values are re-
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low signal situations. Some radiometers or ground
processing systems place (undocumented) limits on
observation values that also degrade data quality.

Navigation “jitter” refers to the variation in location
of a particular satellite observation caused by uncer-
tainties in spacecraft attitude and instrument pointing.
Spurious time variations appear because the locations
of the measurements are not actually constant. In cer-
tain cases, this uncertainty can lead to errors associated
with improper scene classifications; e.g., measurement
of surface properties in coastal waters is made difficult
by the varying location of the coastline.

The most important classification error is mistaking

- cloudy conditions for clear. Even a small amount of

clouds can significantly alter satellite-measured radi-
ances and the accuracy of surface measurements. Other
“classifications” can also be important to study results,
such as measurements of certain vegetation types or
of snow-covered land, where the accuracy is dependent
on the reliability of these identifications.

4. Discussion of results

Although the imaging data from operational weather
satellites may not provide the most detaii about the
properties of the earth’s surface, due to limitations of
spectral and spatial resolution or calibration, we can
already see the advantage of their use for global studies.
A systematic and quantitative analysis of satellite data,
such as presented here, can give global coverage at rel-
atively high spatial and temporal resolution and pro-
vide a comprehensive view of the large-scale patterns
of the space and time variations of the surface. The
data coverage and density not only allow for verifica-
tion of the results by exploiting any other available
datasets that overlap in space and time, but also allow
detection of certain analysis biases by comparisons un-
der widely different conditions. Repeated measure-
ments at each location are particularly important to
separating intrinsic variations from measurement er-
rors, as has been illustrated in the case of water vapor
effects on surface temperature.

The annual mean surface reflectance and tempera-
ture for 1977, averaged over £60° latitude, are 5% and
288 K, respectively (Table 4). If the polar regions are
included (no winter pole results), then these values are
10% and 284.5 K, respectively. Adjustments for the
ozone bias in the surface reflectances at high latitudes
would increase the global mean surface reflectance
value by no more than 1%-2% (see Matthews and Ros-
sow 1987). Adjustment for the emissivity and other
biases in the surface temperatures would increase the
global mean value by about 3-5 K; however, inclusion
of the winter poles would also decrease the global mean
" surface temperature by 1-2 K, approximately.

These values are the narrowband quantities defined
by the NOAA SR instrument; the “true” spectrally in-
tegrated values will be different. Broadband surface al-
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TABLE 4. Summary of annual mean spatial variations of surface
properties. Global and hemispheric mean values refer to averages
over the lowest 60° of latitude in each hemisphere. (Global mean
values in parentheses show the averages over all latitudes, but no
winter pole observations are included.) The signs on the hemispheric
deviations refer to the Northern and Southern hemispheres, respec-
tively. Values in square brackets are corresponding values for RS
from Hummel and Reck (1979) (these are total albedo values) and
for TS from Oort (1983).

Deviation
of mean
Estimated hemispheric  rms deviation
Quantity Global mean uncertainty value of zonal mean
RS (%) 5 (10) 3 +2 (0) 3
[15} —_ {£2] J—
TS (K) 288.3 (284.5) 4 F0.2 20.7
[288.0] —_ [%0.6] —

bedo is expected to be higher, both because of the higher
near-IR reflectances of vegetated surfaces (although
snow/ice cover can reduce the albedo in the near-IR)
and because of the contributions from higher solar and
viewing zenith angles in the diurnal average. Other es-
timates of the global, annual mean surface albedo are
about 13%-16% (e.g., Posey and Clapp 1964; Hummel
and Reck 1979; Robock 1980). Calibration could
change the larger reflectance values, but would not af-
fect the global mean very much because it is dominated
by the ocean reflectance, which is in good absolute
agreement. Temperatures of the solid/liquid surface
obtained from a broadband measurement would prob-
ably be close to those inferred from this type of data.
To obtain the physical surface temperature, corrections
are needed for the spectral variations of the emissivity
and the clear sky bias effect. The former correction
could increase the mean value by 1-3 K; the latter
correction could shift the global annual mean value
either way. Averaging over the whole diurnal cycle
would probably change this value only slightly, since
the temperatures in midmorning (NOAA-5 overflight
time) are intermediate in value to the diurnal extremes.
Calibration uncertainties can also shift the tempera-
tures by similar amounts. Estimates of the global, an-
nual mean surface gir temperature give a value -near
288 K (Oort 1983); the “skin™ temperatures are prob-
ably a few degrees Kelvin larger than this value.

The Northern and Southern hemispheres are nearly
the same in annual mean temperature (excluding the
polar regions), with the Southern Hemisphere being
slightly (0.5 K) warmer; but the Northern Hemisphere
reflectance is higher by about 4% due to the larger
amount of land (Table 4). If the polar regions are in-
cluded, then the Southern Hemisphere is slightly colder
than the Northern Hemisphere in the annual mean,;
i.e., Antarctica is much colder than the Arctic. Oort
(1983) gives an annual mean Southern Hemispheric
mean surface temperature about 1 K colder than the
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TABLE 5. Summary of seasonal deviations of the global and hemispheric averages of surface properties from their global annual mean
values. The first number in each column is the global mean value or deviation from the global annual mean; the numbers in parentheses
are the (Northern/Southern) hemispheric deviations from the global annual mean, respectively. Values in square brackets are corresponding

values for RS from Hummel and Reck (1979) (these are total albedo values) and for TS from Oort (1983).

Quantity Annual mean Jan Apr Jul Oct

RS (%) 5 (+2/-2) +1 (+5/-2) 0 (+1/-2) +2  (0/+3) 0 (0/-1)
[t5 (+1.7/-1.7)] [+0.4 (+4.1/-3.3)] — [-1.6 (—4.7/+1.5)] —_

TS (K) 288.3 (—0.2/+0.2) —0.6 (—6.7/+5.5) +0.2 (+0.9/-0.5) +0.6 (+4.4/-3.2) . —0.2 (+0.6/—1.0)

[288.0 (+0.6/-0.6)] [—1.8 (—6.0/+2.2)]

—_ [+1.8 (+6.8/—3.2)] —

Northern Hemisphere value; Hummel and Reck (1978)
indicate that the Northern Hemisphere albedo is about
3% larger than the Southern Hemisphere albedo.

The two hemispheres also differ in the amplitude of
their seasonal variations (Table 5). Both hemispheres
exhibit higher surface reflectances in the winter season
because of the effect of the solar zenith angle on the
ocean reflectance, of some sea ice in the illuminated
parts of the ocean, and of snow cover on land. Ocean
reflectance variations dominate the seasonal cycle in
the Southern Hemisphere, while snow cover variations
dominate in the Northern Hemisphere. Very little snow
cover occurs in the Southern Hemisphere, leading to
a smaller seasonal amplitude of surface reflectance than
for the Northern Hemisphere. Both hemispheres ex-
hibit the lowest mean temperatures in the winter sea-
son, but the seasonal amplitude is about 2-3 K larger
in the Northern Hemisphere because of the larger
amount of land.? If the polar regions are included, the
differences between the Arctic Ocean (less seasonal
variation) and Antarctic continent (more seasonal
variation) offset part of the difference in the seasonal
amplitude of the lower latitude parts of each hemi-
sphere.

Figure 17 shows the zonal annual mean surface re-
flectance, and temperature with the seasonal variation
amplitude indicated. The variations of surface reflec-
tance among different zones are much larger than the
seasonal variation; however, the temperature contrasts
are similar in magnitude. The decrease of solar heating
with latitude leads to lower temperatures; this effect is
offset by the heat transports of the ocean and atmo-
sphere and reinforced by the increase of surface reflec-
tance at high latitudes. Figures 7 and 11 show that this
simple picture is made more complicated by the large
longitudinal variations of the surface properties at each
latitude, which can be as large as the latitudinal con-
trasts. The large geographic variations are associated
primarily with the contrast of land and ocean surface
properties. Oceans can be characterized as relatively
dark, with little seasonal variation in reflectance, except

* Since the seasonal variation of sea surface temperatures lags the
solar seasons by about one month, these results underestimate the
seasonal amplitude of SST somewhat.

at high latitudes, and moderately warm with little sea-
sonal variation, except at high latitudes near the sea
ice formation region. Land is characterized as relatively
bright, with smaller seasonal variations except for snow-
covered regions, and either much warmer or colder
than the ocean depending on the season.

The geographic patterns shown in Figs. 7 and 11
also reveal additional longitudinal variations associated
with well-known changes of topography and vegetation
(climate) on land. In particular, the central and north-
eastern parts of Asia (Siberia and China) exhibit more
extreme seasonal variations in surface reflectance and
temperature than any other land area (Fig. 18), whereas
the low-latitude portions of Africa north of the equator
exhibit some of the larger spatial variations of these
two surface properties, which are relatively constant in
time. The amplitude of seasonal temperature variations
is about the same in central Asia as in Antarctica. (if
climatology is used for the winter season values, cf.
Borisenkov and Dolganov 1982) but the reflectance
changes in Antarctica are small. The reflectance con-
trasts in the Arctic basin in summer are somewhat
larger than those in tropical Africa, but the temperature
contrasts are small.

The wide variety of surface conditions is summarized
in Fig. 19, which shows the frequency distribution of
zonal mean surface reflectances and temperatures (in
1° zones) in the annual mean and for each month.
These distributions and their seasonal changes, together
with the differences shown in Fig. 18, indicate several
conclusions about the distribution of climate regimes.

1) The global surface is generally very dark (<10%
at 0.6 um) because it is either covered by water or veg-
etation; but the land is brighter than water. The major
contributions to a higher global mean surface reflec-
tance at 0.6 um are the African/Arabian deserts,
Greenland and Antarctica, and the snow/ice covered
portions of North America and Asia in winter (Fig. 7).
(Since vegetation is much more reflective in the near-
IR portion of the spectrum, total land albedos are ac-
tually much higher than ocean albedos. Also, the
broadband albedo contrast between vegetated and des-
ert areas and between vegetated and snow-covered areas
is not as strong as at 0.6 um wavelength.)

2) The surface reflectance of most land areas, even
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FIG. 17. Annual zonal mean (a) surface reflectance and (b) surface temperature for
1977 from NOAA-5 SR data. The annual mean is shown as a solid line; the dashed
line is the January mean and the dotted line is the July mean. Global and hemispheric

mean values are also shown.

the bright deserts, is relatively invariant on shorter time
scales (cf. Séze and Rossow 1988) and on seasonal time
scales (Fig. 18a), but exhibits significant spatial varia-
tions (Fig. 7), consistent with major changes in surface
vegetation (Matthews and Rossow 1987). The reflec-
tance of the oceans is invariant in both time and space
(Figs. 7 and 18a), except for the seasonal variation as-
sociated with solar zenith angle changes at high lati-
tudes. The largest cause of seasonal reflectance varia-
tions (at 0.6 um) in the Northern Hemisphere is snow
cover variations. (At near IR wavelengths, where snow
is much darker and vegetation much brighter, the sea-
sonal variations of vegetation reflectance may also be
an important contribution to seasonal variations.) In
the Southern Hemisphere, the largest change comes

from the solar zenith angle dependence of water re-
flectance. Since the location of the sea ice margin is
generally near the edge of the illuminated portion of
the globe, albedo variation caused by sea ice may be
less important than that caused by snow (however, the
time lags of snow and ice cover with season differ).

3) The broader surface temperature distributions in
Fig. 19 are largely caused by the latitudinal variations
of temperature (cf. Fig. 17b); however, significant land/
water contrasts at the same latitude do occur (Fig. 11),
especially in summer and winter. The spatial scale of
surface temperature variations is generally larger than
for reflectances (cf. Séze and Rossow 1988); however,
some smaller scale variations can be seen that are as-
sociated with topography (Fig. 11). Topographic influ-
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FiG. 18. Geographic distribution of the differences in the January and July 1977

surface (a) visible albedo and (b) temperature from NOAA-5 SR data. The thick solid
contour is the zero difference contour; positive differences between January and July
are indicated by thin solid contours and negative differences by dashed contours. Land

surfaces are assumed to be lambertian to convert reflectances to albedos.

ences on weather patterns are also reflected in large-
scale longitudinal variations in land temperature; sim-
ilar variations across ocean basins reflect the major
wind-driven currents (Fig. 11). Time variations of
temperature are larger over land than ocean (Fig. 18b)
and larger than the spatial variations. The key hot areas
of the globe are the African/Arabian deserts and central
Asia in summer; the key cold areas are central Asia
and Antarctica in winter (Figs. 11 and 18b).

4) The largest seasonal variations in temperature
occur on land, particularly at higher latitudes (Fig. 18b).

Summer land areas are generally warmer than the
ocean at the same latitude; winter land areas are gen-
erally colder. Higher latitude oceans also exhibit more
seasonal variation in temperature, particularly in the
vicinity of the sea ice margin (Fig. 18b).

5) The most variable location on earth, in both sur-
face reflectance (x15%) and temperature (+35 K), is
central Asia (Fig. 18) (secondarily, central Canada);
hence, changes in the average conditions of this one
location can be significant in the global seasonal energy
balance. Indeed, the strong Asian monsoon cycles are
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FiG. 19. Distributions of annual and monthly zonal mean values
(for 1° zones) of surface visible reflectance (RS from 0 to 100%) and
surface temperature (TS from 200 to 300 K). The shading divides
each distribution at approximately the annual global mean value.

a major anomaly in the global circulation; variations
in this part of the world may be a major source of
interannual variability in the global circulation.

Even though these data are considered to be coarse
resolution compared to those obtained from LAND-
SAT/SPOT, significant patterns of the land vegetation
are revealed that correspond to climate regimes (cf.
Matthews and Rossow 1987). In fact, the resolution
used here is similar to that employed to study the dis-
tribution and variation of vegetation indices (Tucker
et al. 1986; Tucker and Sellers 1986). Analysis to re-
move clouds and other atmospheric effects completely
is crucial to detection and interpretation of the small
seasonal (and even smaller interannual) variations; cf.
the magnitude of seasonal shifts in the distribution of
zonal mean values in Fig. 19. In addition, proper treat-
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ment of the angular dependence of land surface reflec-
tances, especially the solar zenith angle dependence, is
required to avoid the appearance of change being pro-
duced by variations in the angular distribution of sat-
ellite observations.

The ocean reflectance is quite low at solar wave-
lengths; however, the presence of suspended particles
(usually biota) can produce small changes in-the re-
flectance. Accurate monitoring of ocean “color” also
requires strict removal of cloud “contamination” and
corrections for atmospheric effects and viewing ge-
ometry variations. Since the ocean reflectance is rela-
tively invariant, except for the effects of wind, statistical
measures of reflectance should be more reliable than
single measurements.

There have not been many global studies of snow
and ice albedo. Robinson and Kukla (1985) obtained
estimates of the maximum albedo of snow covered
land; however, no study has been done of the average
value as a function of location and the amount of vari-
ability exhibited by snow-covered land with different
vegetation types and time. A general survey of sea ice
albedos also has not been reported. Although there are
still problems separating snow/ice from clouds, satellite
monitoring of snow/ice cover amounts and albedos
with this type of satellite data has been shown to be
useful.

In the extreme seasonal months, January and July,
the illuminated sea ice extent is not very large. More-
over, the reflectance of open water at large solar zenith
angles is quite large. Both these effects decrease the role
of sea ice albedo feedback on climate. The illuminated
sea ice extent in the transitional months is larger, but
this may only serve to affect the timing of the seasonal
variations rather than altering the total energy budget,
The illuminated extent of snow cover is much larger,
primarily in the Northern Hemisphere; thus, snow al-
bedo feedback in northern winter is currently the most
important surface albedo feedback (although vegetation
changes in the near-IR may be nearly as important).
Since the magnitude of the snow brightening is sensitive
to the type of vegetation, anthropogenic changes in
vegetation can influence the magnitude of this positive
feedback on the climate.

Surface temperatures not only indicate the energy
balance at the surface that is most important to the
biosphere, but also control the other exchange that is
crucial, namely evaporation. Monitoring of the high
resolution variations of temperature is important to
the study of the dynamics of the surface climate system.
Satellite data provide the only global view in a short
time. In cases where cloudiness is persistent, the sta-
tistical variation of the surface temperature variations
may still be inferred from the observed patterns. Al-
though some further work is required to convert the
satellite-measured parameter into a physical temper-
ature, we have shown that monitoring the temperature
variations at high resolution is possible.
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5. Conclusions

This investigation has highlighted a number of
problems that can occur in the analysis of satellite ob-
servations of the earth’s surface. The most important
“problem” for global studies is accommodating the va-
riety of situations encountered into the analysis pro-
cedure. The use of single, simple tests to isolate cloud-
free conditions, for instance, is not reliable under all
circumstances and can produce regionally varying
biases in the results. Consequently, the resulting global
survey would have variable validity and unknown
changes in error sources, making it difficult to monitor
global relations over long time periods. Moreover, the
magnitude of the seasonal variations exhibited in these
results suggests that the investigation of long-term
changes will generally require high accuracy measure-
ments that have all extraneous sources of variation re-
moved. These considerations should influence the de-
sign of the analysis algorithms.

For example, use of extreme radiances to filter out
clouds biases the surface results in a way that is de-
pendent on the amount of both cloud and surface vari-
ability: In highly cloudy locations, this approach may
produce good results; however, in less cloudy locations
this approach can bias the measurement by one to two
standard deviations (where the standard deviation is
determined by the intrinsic variability of the surface).
This bias for surface temperature can be as much as
1-2 K, even over the ocean which has low variability,
because of radiometer noise or water vapor variations.
The strictness of the tests employed in a cloud algo-
rithm (its sensitivity to clouds) must be determined by
the objectives: even a small amount of cloudiness can
alter the ocean color or the surface temperatures mea-
sured from satellites. On the other hand, if the threshold
is too strict, the surface results are biased by cutting off
part of their natural distribution. The best approach
seems to be to attempt to capture either the actual dis-
tribution of the surface variations or some statistic
based on the whole distribution, as attempted here.

It is common practice to use only the data that are
directly related to the desired parameter in the analysis;
however, other data may prove useful in detecting un-
wanted effects or identifying specific situations that call
for a different analysis procedure. In particular, surface
analyses need to use all available data to be sure of
removing clouds. For example, solar wavelength mea-
surements commonly used to study vegetation should
be analyzed together with thermal infrared observations
which are more sensitive to thin cirrus overcasts. Thus,
the sensitivity to cloudiness of the particular spectral
channels studied here recommends their use even for
instruments designed for surface studies rather than
atmospheric studies.

Investigation of the discrepancies between the sat-
ellite-measured values of parameters and those ob-
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tained from other sources indicates that, while errors
associated with the removal of atmospheric effects are
important, they are not predominant. This conclusion
would probably not be true at other wavelengths that
are more sensitive to the atmosphere. The largest source
of error in correcting for atmospheric effects is, how-
ever, not the radiative modeling of these effects, but
the specification of the atmospheric properties, partic-
ularly aerosol and water vapor; hence, monitoring of
the atmosphere is also an indispensible part of observ-
ing the surface.

The largest source of uncertainty in the retrieved
surface properties is that the radiation models do not
treat the angle and spectral dependences sufficiently
well for complex, heterogeneous surfaces (see Wetzel
et al. 1984; Koepke and Kriebel 1987). Variations of
the satellite-measured radiances due to these surface
attributes cannot yet be completely disentangled from
true variations in surface conditions. However, the sta-
tistical characterization of the behavior of many lo-
cations, classified as the same surface type, in a global,
long-term dataset, like that obtained here, could be
used to develop better models of the interaction of the
surface and radiation.

The advantage of satellite observations of the surface,
even if the desired quantity is not directly obtained, is
that the large-scale space and time patterns are better
perceived. Many of the measurement problems dis-
cussed here could be alleviated by the complete use of
multispectral measurements that allow for a substantial
reduction in the number of assumptions that are made
in the radiative model, but this is not commonly done.
Sea surface temperature and vegetation index data
products, for instance, are obtained currently from only
two or three spectral channels, even though more spec-
tral channels are available. The combination of a mul-
tispectral imaging radiometer and an atmospheric
temperature-humidity profiler on one satellite, as on
the current NOAA operational weather satellites, pre-
sents a good opportunity to exploit this approach by
performing a completely self-consistent retrieval of
surface, cloud, and atmospheric properties from coin-
cident and simultaneous observations. This type of
analysis (similar to that performed here or by Susskind
et al. 1984) has not yet been tried using all available
spectral channels and instruments directly.

The most difficult regions to study with satellite data
are those where cloudiness is unusually persistent or
the surface variations are large or occur rapidly com-
pared to those caused by cloudiness. In the former cat-
egory are parts of tropical ocean and land, particularly
in the western Pacific and India during the summer
monsoon, and the “polar front” regions of the oceans
where the major storm tracks are located. In the latter
category are winter continents and the polar regions,
where contrast between cloudy and clear conditions is
much lower.
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