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ABSTRACT

A model of the three-dimensional distribution of clouds was developed from the statistics of cloud layer

occurrence from the International Satellite Cloud Climatology Project (ISCCP) and the statistics of cloud

vertical structure (CVS) from an analysis of radiosonde humidity profiles. The CVS model associates each

cloud type, defined by cloud-top pressure of the topmost cloud layer and total column optical thickness, with

a particular CVS. The advent of satellite cloud radar (CloudSat) and lidar [Cloud–Aerosol Lidar and Infrared

Pathfinder Satellite Observations (CALIPSO)] measurements (together C&C) of CVS allows for a quanti-

tative evaluation of this statistical model. The zonal monthly-mean cloud layer distribution from the ISCCP

CVS agrees with that from C&C to within 10% (when normalized to the same total cloud amount). The

largest differences are an overestimate of middle-level cloudiness in winter polar regions, an overestimate of

cloud-top pressures of the highest-level clouds, especially in the tropics, and an underestimate of low-level

cloud amounts over southern midlatitude oceans. A more severe test of the hypothesized relationship is made

by comparing CVS for individual satellite pixels. The agreement of CVS is good for isolated low-level clouds

and reasonably good when the uppermost cloud layer is a high-level cloud; however, the agreement is not

good when the uppermost cloud layer is a middle-level cloud, even when ISCCP correctly locates cloud top.

An improved CVS model combining C&C and ISCCP may require classification at spatial scales larger than

individual satellite pixels.

1. Introduction

The effect of clouds on the atmospheric motions that

produce them is determined by the vertical and horizontal

gradients of diabatic heating (e.g., Rind and Rossow 1984)

by both the precipitation formed in clouds and the radi-

ative flux perturbations induced by the clouds. Moreover,

since most clouds in earth’s atmosphere are produced by

upward air motions, their vertical structure and distribu-

tion are direct markers of these motions: stronger, smaller

horizontal-scale convective motions produce cumuloform

clouds, whereas weaker, larger horizontal-scale synoptic

motions produce stratiform clouds. So, one key piece of

information for understanding cloud dynamical feedbacks

is the cloud vertical structure (CVS) and its variations and

how they relate to the atmospheric circulation on both

weather and climate scales.

Until recently, the most extensive cloud datasets con-

taining relevant information about CVS were those ob-

tained from surface weather observations (Warren et al.

1986, 1988; Hahn et al. 1994, 1996, 2001), from weather

satellites by the International Satellite Cloud Climatol-

ogy Project (ISCCP; Rossow and Schiffer 1991, 1999),

and inferred from radiosonde measurements of the ver-

tical profiles of temperature and humidity (Poore et al.

1995; Wang and Rossow 1995; Wang et al. 2000). The

surface observation dataset provides information from

a ‘‘bottom up’’ viewpoint about the vertical distribution

of cloud-base heights above local topography. Although

statistics of the coincident occurrence of clouds at dif-

ferent levels within a region about 30–50 km across have
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been compiled to describe CVS (Hahn et al. 1982, 1984,

2001; Warren et al. 1985), such a result requires ‘‘overlap’’

assumptions, since the surface observer only actually sees

clouds at different levels in different parts of the sky. In

other words, only the lowermost cloud base in each ver-

tical column is actually viewed, and the statistics only

provide direct information about the vertical distribution

of clouds, not the cloud vertical structure. The coverage of

this dataset (Warren et al. 1986, 1988) is not globally com-

plete (Southern Ocean coverage being especially sparse)

and does not provide information about synoptic varia-

tions over oceans.

The ISCCP dataset, which is globally complete and re-

solves mesoscale to synoptic-scale cloud variations (there

are other satellite cloud products but, because they are

based on polar-orbiting satellite observations, they have

poorer time resolution), provides information from a

‘‘top down’’ viewpoint about the vertical distribution of

cloud-top locations (like most other satellite products).

Although information about the coincident occurrence

of clouds at different levels within a region about 280 km

across is available, overlap assumptions are again required

to convert these to CVS. In other words, the satellite im-

agers and sounders only see the uppermost cloud top in

each vertical column and the statistics only provide direct

information about the vertical distribution of clouds, not

the cloud vertical structure. A different, though limited,

view of the structure of the uppermost cloud layers was

provided by the Stratospheric Aerosol and Gas Experi-

ment (SAGE) instrument (Liao et al. 1995a; Wang et al.

1996). The importance of the overlap assumptions to ra-

diative heating is illustrated in Chen et al. (2000).

The radiosonde measurements of the vertical profile of

relative humidity provide more direct information about

CVS, not just the cloud vertical distribution, by identify-

ing coincident saturated layers in the atmosphere; how-

ever, the coverage and sampling of this dataset is even

sparser than the surface observation dataset. Neverthe-

less, to date this dataset (Wang et al. 2000) provides the

only information about CVS that does not require overlap

assumptions.

To calculate the vertical distribution and weather-scale

variations of radiative heating for the ISCCP flux data

based on D-series ISCCP data (FD) product (Zhang et al.

2004), we needed to develop a complete description of

the CVS at 3 h, 300-km scale from this set of incomplete

observations; thus, we combined the radiosonde and sat-

ellite (ISCCP) information into a statistical CVS model

that provides global coverage (Rossow et al. 2005). The

model is based on the plausible idea that CVS is related to

the meteorology-like cloud types and that cloud types can

be recognized by satellites (as shown by Lau and Crane

1995; Hahn et al. 2001). This model is statistical in the

sense that it uses assumed relationships of cloud types and

CVS that reconcile the monthly cloud layer distribution

statistics from the two datasets as a function of latitude

and season over land and ocean separately. Thus, the

cloud layer distribution results are expected to be rea-

sonably good. A similar analysis is possible with the ra-

diosondes and surface observation dataset using the

latter’s classification of cloud types; however, in Rossow

et al. (2005), the surface observations of low cloud amounts

were used to check the CVS model. Further evaluation of

this CVS model serves to provide error estimates for the

vertical distribution of radiative flux divergences in the

ISCCP-FD product, now being used in many studies;

however, more importantly, such an evaluation ad-

vances understanding of the relationship between CVS

and other cloud properties by testing the specific hy-

pothesis underlying this model’s construction.

The launch of CloudSat (radar) and CALIPSO (lidar)

into the A-train constellation of satellites in 2006 provides

the first direct CVS measurements with uniform and

complete global coverage (Stephens et al. 2002; Winker

et al. 2003, 2006). However, these instruments only view

the nadir point along the track of their sun-synchronous

polar orbits, providing only a diurnally aliased, two-

dimensional slice through the clouds. Thus, these datasets

still provide an incomplete view of cloud structure, lack-

ing information about diurnal variations and about cloud

system evolution (the time resolution is effectively 1 day).

A statistical combination of the CloudSat and CALIPSO

(C&C) data with a conventional satellite imager dataset,

like that produced by the Moderate Resolution Imaging

Spectroradiometer (MODIS) on Aqua in the A-train, can

be used to estimate an instantaneous 3D view of clouds;

however, to study the time evolution of the 3D structure

of clouds, the C&C dataset has to be combined with the

whole weather satellite constellation using the ISCCP

dataset. As a first step toward this goal, we use an early

version of the combined C&C cloud layer profiles to

evaluate our previous statistical model of CVS. This study

specifically tests the hypothesis that the cloud types de-

fined by top pressure and optical thickness correspond to

specific CVS; although originally based on the climato-

logical statistics of cloud layer distributions, we pose the

most severe test by matching individual satellite views and

comparing the CVS found.

2. Datasets

The previous 3D cloud dataset was created from a

climatology of CVS from radiosonde humidity profiles

(Wang et al. 2000) and a climatology of cloud layer types

from ISCCP (Rossow and Schiffer 1999) on an equal-area

mapping equivalent to 2.58 latitude–longitude intervals at
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the equator (in section 3 this dataset is referred to as

ISCCP-FD CVS). Accounting for the top-down view of

the satellites, as well as some limitations of both datasets

regarding detection and/or identification of thin cirrus

clouds, the cloud layer statistics of these two datasets

could be reconciled by assigning specific CVS to specific

combinations of cloud-top pressure and optical thickness

based on the plausible assumption that increasing (total

column) optical thickness corresponds to an increasing

numbers of cloud layers: smaller optical thicknesses cor-

respond to single-layer clouds, an intermediate range of

optical thicknesses correspond to double-layer clouds,

larger optical thicknesses correspond to three-layer clouds,

and the largest optical thicknesses correspond to vertically

extensive (physically thick) cloud layers (Rossow et al.

2005). Wang et al. (2000) showed that the majority of

clouds exhibit a roughly constant physical layer thick-

ness distribution independent of top height; however,

there is a small population, interpreted to be deep con-

vection, with layer thicknesses linearly proportional to

cloud-top height. A similar result obtained from C&C is

discussed by Mace et al. (2009). Using the ISCCP cloud-

top pressure categories to define high (H), middle (M) and

low (L) clouds, the CVS is classified in terms of single-

layer clouds (called 1H, 1M, 1L), double-layer clouds (HL,

HM, ML), and triple-layer clouds (HML), with a separate

CVS type for deep convection, called HxMxL, which is

a single extensive cloud layer from the boundary layer to

the high troposphere. The specific optical thickness (t)

ranges are 1H (t , 3.6), HM (3.6 , t , 9.4), HML (9.4 ,

t , 23), HxMxL (23 , t), 1M (t , 1.3), and ML (9.4 , t).

There is one special case where a middle cloud (according

to ISCCP) with 1.3 , t , 9.4 is changed to an HL structure

(see Rossow et al. 2005). For comparison to the C&C re-

sults, we apply the same classification to individual satellite

pixels from the ISCCP D-series pixel data (DX) dataset;

this dataset is called the ISCCP-DX CVS.

The CloudSat cloud layer profiles are obtained from

94-GHz radar reflectivity profiles with 240-m vertical

sampling intervals at 1.1-km spacing along the orbit

ground track (700-m instantaneous field of view). Clouds

are detected when their reflectivity exceeds a threshold,

but there are some additional aspects of the algorithm

employed to reduce the effects of radar noise (to increase

detection sensitivity) and ground clutter (Marchand et al.

2008). These additional steps help mitigate the main

limitations, which are detecting optically very thin clouds

and clouds very close to the surface (tops below about

1 km). Basic cloud layer statistics from the first year of

CloudSat data are reported in Mace et al. (2007, 2009); we

use release 4.

The CALIPSO cloud profiles are obtained from two-

channel (532- and 1064-nm wavelengths) polarized lidar

reflectivity profiles with 30–60-m vertical sampling (in

the troposphere) at 330-m spacing along the orbit

ground track (70-m instantaneous field of view). Clouds

are detected by reflectivities above the molecular scat-

tering background (which is larger during daylight be-

cause of scattered sunlight), but there are additional

algorithm procedures to reduce the effects of noise (to

increase detection sensitivity; Vaughan et al. 2004). The

main limitation of this dataset is that the lidar cannot

penetrate clouds with visible optical thicknesses larger

than about 3, so the vertical profile is incomplete below

any thicker cloud layer. The lidar is much more sensitive

to the presence of very optically thin clouds, but such

clouds can also be confused with aerosols. There are

specific algorithm procedures to separate these; how-

ever, in version 2 (Liu et al. 2004), which we use here,

there is an excess of low-level clouds reported in areas

dominated by low, broken clouds and some spurious

cloud layers are reported below clouds that have at-

tenuated the lidar (Hagihara et al. 2010). Version 3 of

the CALIPSO products, which reduces these problems,

has just been released. Basic cloud layer statistics from

CALIPSO have been reported in Winker et al. (2006).

To obtain the best representation of CVS, a combined

analysis of the radar and lidar has been developed by

Mace et al. (2009). Essentially, a cloud is taken to be

present in a specific layer if either instrument reports its

presence. Since the lidar has smaller sampling intervals in

both vertical and horizontal directions, a cloud fraction

threshold is employed (50% of the lidar samples within

the radar sample must be cloudy) to combine the profiles.

We use the combined information in the level 2B cloud

Geometrical Profile 2B-GEOPROF–lidar product, re-

lease 4, epoch 2. We convert cloud-top heights to cloud-

top pressures using a climatological atmosphere based

on Oort’s compilation (Oort 1983). We call this dataset

C&C in the remainder of the paper. There are some issues

with this version of the C&C results. As already noted, the

version 2 CALIPSO results appear to report too much low-

level cloudiness, especially in areas of broken boundary

layer clouds (Hagihara et al. 2010). In addition, there ap-

pears to be an algorithm problem that sometimes causes

reports of clouds below the uppermost layer even though

the lidar is fully attenuated (Hagihara et al. 2010). These

two problems would tend to increase the amount of iso-

lated low-level cloud and the amount of multilayer cloud-

iness. In contrast, the radar has difficulty detecting very

low-lying clouds. Because the logic to combine the two

results reports a cloud if either sensor detects a cloud, the

CloudSat underestimate of low-level cloudiness is over-

compensated for by CALIPSO for isolated low cloudiness

and offset by some amount for low clouds under other

clouds.

15 DECEMBER 2010 R O S S O W A N D Z H A N G 6643

Unauthenticated | Downloaded 05/11/22 12:36 PM UTC



3. CVS evaluation

a. CVS at pixel level

Because our ultimate goal is to combine the higher

time-resolution ISCCP cloud product with the C&C

product to obtain information about the variations of CVS

at meteorological space–time scales, we conduct the se-

verest test of our hypothesis by comparing the statistical

CVS model applied to individual satellite pixels from the

ISCCP-DX product (ISCCP-DX CVS) with individual

space-collocated and time-coincident C&C profiles. Be-

cause the ISCCP CVS depends on cloud optical thickness,

the comparison is for daytime only. Given the finer C&C

spatial sampling along the orbit track (about 1 km), each

ISCCP pixel is collocated on average with about 70 or so

C&C pixels, all of which are included in our statistics. The

C&C product combines many 70-m lidar fields of view

with the 700-m radar field of view; each of these is collo-

cated with an ISCCP DX pixel, which is about 5 km in size

and sampled at about 25–30-km intervals every 3 h. The

navigation accuracy of the ISCCP pixels is similar to the

spacing interval. Thus, the differences in the spatial sam-

pling in this comparison, due to mislocations and differing

fields of view, are expected to cause an intrinsic amount of

disagreement. Moreover, there is an additional sampling

effect because of time differences (sample times can differ

by up to 3 h).

The only available way to estimate the expected mag-

nitude of disagreement because of the differences in spa-

tial sampling is to collect statistics comparing C&C pixels

separated by about 25 km to each other (referred to as

C&C-self). A similar analysis was done with ISCCP

compared with surface observations (Rossow et al. 1993).

Note that this estimate has to be an underestimate, since

the only effect evaluated is due to differing locations; the

effects of differing fields of view and differing times are not

included in this estimate. Hence, this test of our CVS

model is very strict.

The first part of Table 1 shows the results of comparing

C&C profiles to each other: each profile is classified as ei-

ther H, M, or L by the pressure of the uppermost cloud layer

top (see section 2) in each profile plus the clear category

(four types). Table 1 also shows the comparison of C&C

with the collocated ISCCP-DX CVS for the four types. To

keep the language clear, we will always refer to the ‘‘true’’

state of a pixel in terms of its C&C classification and talk

about ‘‘matched ISCCP’’ (i.e., the classifications agree) and

‘‘unmatched ISCCP’’ classifications for those pixels.

Almost all of the unmatched ISCCP pixels for C&C

clear pixels and about half of the unmatched ISCCP cloudy

pixels for C&C middle- or low-level clouds can be attrib-

uted to sampling errors (Table 1). Therefore, we adjust the

‘‘truth table’’ numbers to account (in part) for the sam-

pling error by subtracting the C&C self-matched fraction

in equal proportions from each of the ISCCP unmatched

categories and then renormalizing the total to 100% to

give the results shown in Table 2.

When C&C declares the pixel to be clear, the corre-

sponding ISCCP pixels are almost always labeled clear

(after accounting for sampling); however, on the rare

occasions when ISCCP does detect clouds associated

with C&C clear pixels (which might still be accounted

for by the time sampling mismatch), they are generally

isolated high-level clouds according to ISCCP. Such

clouds are usually barely detected only in the IR but not

the visible (VIS) and might be false detections. When

C&C identifies high-level clouds (H), slightly less than

half of the cases are mislabeled by ISCCP; however,

almost half of these are labeled as clear sky, suggesting

that this portion of the disagreement can be explained

by the thin cirrus clouds that ISCCP does not detect (cf.

Liao et al. 1995a; Jin et al. 1996; Stubenrauch et al. 1999):

the underestimate of total cloud amount shown in Table

2 (about 17%) is about the same as found in the cited

studies. C&C identifies middle-topped clouds only

about two-thirds as frequently as ISCCP, a bias that has

long been noted (cf. Rossow and Schiffer 1999). When

C&C identifies middle-level clouds (M), fewer than half

TABLE 1. Classification match and mismatch statistics (% of

total) for one month (October 2006, about 18 million samples) of

global data from C&C where C&C-self refers to C&C matches to

C&C at separations of 25 km, and from ISCCP-DX CVS matched

to C&C (about 45 million samples). Each individual pixel is clas-

sified as clear or one of three cloud-top pressure categories (L 5

PC . 680 mb, M 5 680 , PC , 440 mb, and H 5 PC , 440 mb)

based on the topmost cloud layer in each profile. See text for ex-

planation of the last two sets of numbers.

C&C Clear High Middle Low Total

C&C-self matched 14.6 37.2 6.0 22.5 80.3

Unmatched 5.9 3.9 3.1 6.8 19.7

Total 20.5 41.1 9.1 29.3 100

ISCCP-DX CVS matched 14.7 20.9 2.4 12.7 50.7

Unmatched 6.3 20.0 6.8 16.2 49.3

Total 21.0 40.9 9.2 28.9 100

TABLE 2. Classification truth table (% of total) comparison of

ISCCP-DX and C&C CVS for October 2006, adjusted for sampling

noise and renormalized (cf. Table 1). The boldface numbers are for

the matched CVS.

C&C Clear High Middle Low Total

ISCCP CVS Clear 18.3 8.8 1.9 6.9 35.9

ISCCP CVS High 0.5 26.0 1.4 2.3 30.2

ISCCP CVS Middle 0.0 6.5 3.0 2.5 12.0

ISCCP CVS Low 0.0 4.8 1.3 15.8 21.9

Total 18.8 46.1 7.6 27.5 100
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of the associated ISCCP pixels agree, although the

‘‘matched fraction’’ is about half of the C&C total and

the largest of all categories with the ‘‘unmatched frac-

tion’’ spread about equally among all of the alternatives.

When C&C identifies low clouds (L), a surprisingly large

fraction of corresponding ISCCP pixels are mislabeled

(more than 40%), more than half of these are labeled as

clear. This result is surprising because the ISCCP de-

tection thresholds have been carefully evaluated for

detection of low-level clouds, which can be difficult in

the IR but is much easier in VIS (cf. Rossow et al. 1993;

Rossow and Schiffer 1999), with little evidence of a sig-

nificant bias. The alternate lidar analysis by Hagihara

et al. (2010) greatly reduces this disagreement. The

CALIPSO team also concluded that the version 2

CALIPSO product, which we use here, confuses aerosol

with low-level cloud too often in low-cloud cases; there-

fore, they have reprocessed the product into version 3 to

correct this effect. Thus, we interpret most of this portion

of the disagreement as being caused by the CALIPSO

overestimate of low cloud amounts.

In summary, if an account is taken of isolated thin cirrus

clouds missed by ISCCP and an overestimate of low clouds

by CALIPSO, then Table 2 shows that the largest dis-

agreement between ISCCP and C&C CVS (four types) is

for middle-topped clouds: about 15% of C&C high-topped

clouds are mislabeled as middle-topped clouds by ISCCP.

Overall, only a little more than half of the clouds are

correctly classified as H, M, or L by ISCCP DX (but the

space–time sampling effects are underestimated).

Some of the differences of CVS in Table 2 occur be-

cause differences of cloud-top pressure (PC) between

the two datasets for the uppermost cloud layer alter the

CVS classification. Previous studies have already di-

agnosed several causes for ISCCP errors in PC values.

Even if the cloud-top temperature is correct, errors in

the atmospheric temperature profile used to assign

cloud-top pressure can redistribute the cloud layers: the

temperature dataset used by ISCCP for this purpose

tends to underestimate cloud-top pressures for low-level

clouds, especially over oceans (Stubenrauch et al. 1999;

Wang et al. 1999), and to overestimate cloud-top pres-

sures for middle-level clouds (Stubenrauch et al. 1999).

There is a systematic difference between the location of

the physical cloud top, as detected especially by lidar, and

the infrared emission top, which is located at an infrared

optical thickness of about 1, well below the physical top;

this causes an apparent overestimate of cloud-top pres-

sures, especially for upper-level clouds in the tropics

(Liao et al. 1995b; Wylie and Wang 1997). Correction for

transmitted IR radiation when cloud optical thickness

is very low (below about 1) tends to produce errors in

cloud-top pressure of both signs (Luo and Rossow 2004).

Finally, a thin cloud layer overlying another cloud layer

tends to cause an overestimate of cloud-top pressure

because the IR transmission of the uppermost layer is

overestimated (Liao et al. 1995a; Jin and Rossow 1997).

These errors do not necessarily change the H, M, L

classification for all clouds, rather they bias the fraction

of clouds in each category, causing a tendency to shift

some clouds from H and L into M, as seen in Table 2.

Figure 1 shows an evaluation of these differences as the

mean difference (standard deviation show by error bars)

as a function of PC determined by C&C. Only pixels that

are cloudy in both datasets are included, so there is no

effect on these results from isolated thin cirrus layers

missed by ISCCP or the extraneous low-level clouds from

CALIPSO. The figure shows a monotonic variation of the

average PC differences from about 1300 hPa (ISCCP

larger) for PC 5 100 hPa to about 2150 hPa for PC 5

900 hPa. Comparing C&C with itself shows that about

50 hPa of the high bias in high cloud PC and about 50 hPa

of the low bias in low cloud PC are associated with sam-

pling effects. The reason that sampling produces a bias at

either end of the range is that the distribution of PC dif-

ferences is no longer symmetric near the extremes: more

differences of one sign than the other are more likely near

the limits. So, overall, there is about a 200-hPa high bias in

ISCCP PC values at PC , 300 hPa and a 50 hPa low bias

at PC . 800 hPa. These results are quantitatively con-

sistent with the studies cited above.

Without any constraint on how well the PC values agree

for collocated ISCCP and C&C pixels, only about 61% of

the cloudy cases (about 1% more over ocean and 4%

less over land) agree on the H, M, L identifications.

FIG. 1. Plot of average of the cloud-top pressure (PC in hPa)

difference (DX minus C&C) for the topmost cloud layer as a

function of C&C (both radar and lidar) PC values from October

2006. The standard deviations are indicated by the error bars, and

the fraction of cases for each value is indicated by the numbers.
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Accounting for sampling effects (approximate but un-

derestimated) increases the agreement on H, M, L iden-

tifications to about 70%. To test the hypothesis relating

PC–TAU cloud types to unique CVS more clearly, we

separate out the errors due to erroneous top-pressure

classification by applying a constraint on the magnitude

of the PC difference. The fraction of cloudy pixels that

agree increases monotonically as the PC difference is

constrained to smaller values while the total number of

matched pixels decreases. If the PC difference is not

allowed to exceed 150 hPa, the agreement on top height

categories (H, M, L) increases to about 85% (a few per-

cent less over land); at least 5% of this disagreement is still

explained by sampling error (estimated from C&C-self).

Note that, although the top-pressure classification is

constrained to agree better, this does not guarantee

agreement for the full CVS (nine types), as there is no

constraint on cloud layers below the topmost layer. With

no constraints or corrections for sampling effects, only

about 35% of the both cloudy cases (4% more over oceans

and 9% less over land) agree on the full CVS; correcting

for sampling effects and constraining the PC difference to

,150 hPa increases the matched fraction to about 53%

(3% more over oceans but 16% less over land) with about

half of the matched cloudy pixels discarded. Table 3

shows the comparison of the full ISCCP-DX CVS (nine

types) compared with C&C with a correction for sampling

(same procedure as applied to Table 2) and the difference

of the topmost cloud layer PC #150 hPa.

Table 3 shows that almost all of the C&C clouds la-

beled clear by ISCCP are categorized by C&C as either

1H or 1L; the latter is assumed to be caused by the

CALIPSO analysis flaw in version 2, and the former

confirms that the extra C&C high clouds are cirrus that

are too thin for ISCCP to detect (they cannot be thin

cirrus placed at the wrong level, because there is no cloud

layer below according to C&C). There is also a small

fraction of C&C 1M and HL cases, but these may still be

sampling effects. The relative proportion of the missed

1H clouds is quantitatively consistent with previous esti-

mates of the amount of cirrus missed by ISCCP (Jin et al.

1996; Stubenrauch et al. 1999). The presence of very thin

cirrus clouds overlying other clouds can be mislabeled by

ISCCP (Jin and Rossow 1997); however, the CVS model

attempts to correct for this by assigning some midlevel

clouds to the HL category (Rossow et al. 2005), with only

partial success as we will show.

To explain further the relationship between the ISCCP-

DX CVS (nine types) and the C&C profiles, we sort the

ISCCP observations into joint distributions of PC and

optical thickness (TAU) for each CVS category as iden-

tified by C&C. Figure 2 shows the results for three of the

high-topped categories (1H, HM, and HML) that are

separated in the ISCCP CVS by particular ranges of TAU

(the dashed lines in these figures indicate the PC and TAU

ranges correspond to the ISCCP CVS). The three peaks in

the distribution are produced by small discontinuities in

the ISCCP ice cloud lookup table but are mainly due to

TABLE 3. As in Table 1, but for nine types of CVS (see text).

Only cloudy pixels with the topmost cloud layer PC difference

#150 mb are included, about half the total sample population used

in Tables 1 and 2. The nine CVS types are identified directly for

C&C and are based on the statistical model for ISCCP, where the

vertical structure depends on cloud-top pressure (of the topmost

layer seen by satellite) and the total column TAU. The results have

been adjusted as in Table 2. The boldface numbers are for the

matched CVS.

C&C Clear 1H HM HML HxMxL HL 1M ML 1L Total

ISCCP

Clear 30.7 6.1 0.0 0.0 0.6 2.8 2.6 0.0 13.2 56.0

1H 1.1 5.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 6.2

HM 0.0 0.0 0.4 0.0 0.0 0.0 0.0 0.0 0.0 0.4

HML 1.0 0.0 0.0 0.2 2.1 0.0 0.0 0.0 0.0 3.3

HxMxL 0.0 0.0 0.0 0.0 3.3 0.0 0.0 0.0 0.0 3.3

HL 0.3 0.0 0.0 0.1 0.0 0.3 1.6 0.0 0.0 2.3

1M 0.0 0.0 0.0 0.0 0.0 0.0 0.3 0.0 0.0 0.3

ML 1.1 0.0 0.0 0.0 0.6 0.0 2.6 0.6 0.3 5.2

1L 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 22.0 23.0

Total 35.2 11.2 0.4 0.3 6.6 3.1 7.1 0.6 35.5 100

FIG. 2. Joint histograms of ISCCP cloud-top pressure (PC in hPa)

and TAU for all collocated C&C profiles that are classified as

(a) 1H, (b) HM, and (c) HML. Results are for all matched cloudy

pixels over the globe where the PC difference of the uppermost

cloud layer is #150 hPa.
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the low precision of the histograms shown. The figure

shows that all three CVS categories have qualitatively

similar PC–TAU distributions, but there is some tendency

for a shift of the centroid of TAU values among the three

cases. Although the 1H category has its peak frequency at

the smallest TAU values, as assumed in the CVS model,

there are significant occurrences at moderate TAU values

up to about 6. The ISCCP CVS assumes that TAU for

HM is smaller than for HML, whereas Fig. 2 shows that

HML is globally more concentrated at moderate values

than HM. In the tropics there is no significant difference in

the distributions of TAU for these two categories. As

Table 3 shows, the ISCCP CVS spreads the HM category

between HML (because of the reversed relation with

TAU), HL, ML, and even 1L, the latter two results sug-

gesting that the total optical thickness for thin cirrus

overlying middle-level clouds can have smaller total TAU

values than assumed in the ISCCP CVS model. Similarly,

the HML category is also spread among these categories.

HxMxL (not shown) is correctly associated with the larg-

est TAU values.

Figure 3 shows the PC–TAU distributions for the C&C

categories 1M and ML. There is again a tendency to re-

verse the TAU values associated with these two categories,

with 1M being more concentrated at larger values instead

of the very small values assumed in the ISCCP CVS. The

ML case exhibits a nearly uniform TAU distribution from

1 to 30. Figure 4 shows the PC–TAU distribution without

a PC constraint for the C&C HL category. The constraint is

removed in this figure to see how well the ISCCP CVS

reassigns an originally middle-topped case to an HL case:

most of the TAU values are in the middle range (indicated

by dashed lines), and the ISCCP PC values indicate

middle-level clouds. In this TAU range, the ISCCP CVS

reassigns these clouds to the HL category. Table 3 shows

that the attempt to correct for the cloud-top location error

that ISCCP makes when a thin cirrus overlies a low-level

cloud has shifted the results in the right direction, pro-

ducing more frequent matches with the C&C HL category

(sampling error accounts for most of the unmatched cases);

however, most of these cases are still assigned to 1M.

Taking account of sampling effects, cloud detection

differences and the difference between the physical and

radiative cloud top, the pixel matchup results confirm the

basic accuracy of the ISCCP PC values and show good

agreement for the basic cloud layer height categories. The

attempt to classify each height category further into spe-

cific CVS using TAU ranges to identify multilayer situa-

tions shows some agreement for the high-cloud categories

and some success correcting apparently middle-level clouds

to the HL category. Although there is a tendency for the

TAU ranges associated with 1H, HM, HML, and HxMxL

to increase, as assumed in the ISCCP CVS, the separation

of these categories is not strong, and there is more of

tendency for HML to be optically thinner than HM. The

high-cloud results might be improved a little using the

following categories: 1H (t , 2.4), HML (2.4 , t , 6.3),

HM (6.3 , t , 23), and HxMxL (23 , t).

The assumed TAU ranges for 1M and ML appear to be

the opposite of what occurs and there does not appear to

be any real distinction in TAU between the ML and HL

FIG. 3. As in Fig. 2, but classified as (a) 1M and (b) ML. Results

are for all matched cloudy pixels over the globe where the PC

difference of the uppermost cloud layer is #150 hPa.

FIG. 4. As in Fig. 3, but for HL. Results are for all matched cloudy

pixels over the globe, without any constraint on the PC difference

of the uppermost cloud layer.
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cases. Results might be improved slightly using the fol-

lowing categories: HL (t , 2.4), ML (2.4 , t 9.4) and 1M

(9.4 , t). Here the separation by TAU ranges is poor.

b. Statistical CVS

Since the ISCCP CVS was developed as a statistical fit

to observations of the vertical distribution of clouds, the

average distribution of cloud layers may still exhibit good

agreement with the C&C results, even though the pixel

matchup CVS agreement is poorer. This can be the case

especially when the categories are not cleanly separated

but do correspond to observed tendencies, as we have

found in the high-level cloud cases at least. Note also that,

without any constraint of the PC of the uppermost cloud

layer, ISCCP misidentifies a little more than half of the

middle-topped clouds and misplaces only about one-

seventh of the high clouds into the middle category, and

that the total cloud fraction involved in these errors is less

than 10% (Table 2); thus, the disagreement discussed for

middle-topped clouds contributes only a small part of the

FIG. 5. Pressure–latitude cross sections of the zonal monthly-mean cloud amounts (in %) for (a) July 2006 and

(b) January 2007: (left) ISCCP-FD CVS, (right) C&C CVS, (top) global results, (middle) averaged only over oceans,

and (bottom) averaged only over land. Black color is for undefined values.

6648 J O U R N A L O F C L I M A T E VOLUME 23

Unauthenticated | Downloaded 05/11/22 12:36 PM UTC



story. Moreover, as Table 3 shows, when we remove the

effect of the misplacement of the uppermost cloud top

(and of sampling), there is only about 10% cloud fraction

that appears in the HL, 1M, and ML categories for both

ISCCP and C&C. To show that the statistical agreement

is better than the individual pixel matchup, we compare

in Fig. 5 the monthly, zonal mean cross sections of cloud

layer amounts based on the ISCCP-FD CVS (earlier re-

sults were for the CVS model applied to individual pixels

in the ISCCP-DX dataset; these results are from the

ISCCP-FD dataset based on ISCCP-D1 data) with the

results compiled from C&C for July 2006 and January

2007 for the whole globe and separately for land and

ocean areas. The results are compiled at 58 intervals be-

cause this grid resolution produces more uniform sampling

statistics for the sparse C&C data.

In Fig. 5 both datasets show similar large-scale cloud

layer distribution features that are indicative of the at-

mospheric general circulation: 1) a tropical and two

midlatitude storm zones marked by higher total cloud

amounts with vertically extensive cloud distributions;

2) two zones between the tropics and midlatitudes

FIG. 5. (Continued)
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relatively free of clouds at all levels, especially over land

and except for a concentration of low-level clouds over

the ocean; 3) seasonal excursions of the latitude of the

ITCZ, which tends to produce a subtropical zone ex-

ceptionally clear of clouds in the winter hemisphere, and

of the Northern Hemisphere cyclones (northward in

boreal summer), but not of the Southern Hemisphere

cyclones; and 4) a seasonal variation of vertical extent in

midlatitudes (upward in local winter).

Rossow et al. (2005) drew attention to a number of

other specific features of the ISCCP CVS cross sections

based on a 3-yr average. The features that are confirmed

by C&C are 1) a broader ITCZ over land in January than

in July; 2) a narrower ITCZ over ocean in July (the hint of

a double feature in January is not seen in the ISCCP data

in Fig. 5, which is based only on single months of data); 3)

a triple vertical peak structure in the ITCZ, not seen in

Fig. 8 in Mace et al. (2009), which shows only an annual-

mean cross section; 4) a subtropical minimum of clouds at

all levels over land; 5) a subtropical concentration of low

clouds over ocean; 6) in the Northern Hemisphere mid-

latitudes, a single broad vertical distribution of clouds in

wintertime but a double-peaked distribution in summer-

time; and 7) Antarctic clouds with larger vertical extent in

wintertime.

Features that are not confirmed by C&C are 1) in the

Southern Hemisphere midlatitudes, a single broad verti-

cal distribution year round but with lower vertical extent

in summertime; and 2) Arctic clouds with a larger vertical

extent in summertime. Two other features that are not

confirmed by C&C are 1) greater amounts of upper-level

clouds in southern midlatitudes than northern mid-

latitudes, which is not apparent in the single-month ISCCP

results in Fig. 5 either (the ISCCP results in the figure are

consistent with the C&C results in showing a seasonal

variation with more upper-level clouds in the summer

hemisphere); and 2) a larger vertical extent of summer-

time clouds over northern midlatitude land areas than

over oceans that is not as apparent in C&C.

Other global features noted in Rossow et al. (2005)

include 1) a general decrease of high-level cloud amounts

from lower to higher latitudes, confirmed by C&C; 2)

a general increase of middle- and low-level clouds with

latitude, which ISCCP exaggerates for middle-level clouds

in the winter hemisphere and underestimates for low-

level clouds in the Southern Hemisphere over oceans;

3) a general deficit of middle-level clouds relative to low-

and high-level clouds, except in the polar regions, which

C&C confirms but the midlevel polar cloudiness is

overestimated by ISCCP, especially in wintertime; 4) a

general deficit of high- and low-level clouds over tropi-

cal land areas relative to oceans, which may have been

a particular feature of the 3-yr-averaged results because

the ISCCP results in Fig. 5 show more high-level clouds

over land than ocean in agreement with C&C; 5) a

general increase of high-level cloud amounts over mid-

latitude land areas relative to oceans in summertime,

which is not apparent in either the ISCCP and C&C

results in Fig. 5; and 6) much larger low-level cloud

amounts over subtropical and midlatitude oceans than

over adjacent land areas, which C&C confirms.

Two other differences between the ISCCP-FD and

C&C CVS that can be seen in Fig. 5 are 1) an under-

estimate by ISCCP of low-level clouds over Southern

Hemisphere midlatitude oceans, especially in wintertime,

is partly a misplacement of these clouds to a higher level;

and 2) midlatitude cloudiness more concentrated toward

low levels instead of midlevels in C&C than ISCCP FD,

especially in winter.

Figure 6 makes the main differences between the

ISCCP-FD and C&C CVS clearer by showing the zonal

monthly-mean cloud amount anomaly differences as a

function of latitude and pressure for July 2006 and January

2007. To reduce the effect of cloud detection differences,

each dataset in Fig. 5 is first normalized to its own total

cloud amount by converting the values at each pressure-

latitude to an anomaly relative to the average over its own

cross section, then differences are formed for Fig. 6. The

largest differences highlight the general underestimate by

the ISCCP of cloud amounts at the highest levels, above

the 200-hPa level, especially in the tropics, and an over-

estimate of middle-level cloudiness in the winter polar

regions, poleward of about 608. The former difference is

associated with the tendency of the infrared-based cloud

tops to lie below the lidar cloud tops as well as the missed

very thin cirrus in the ISCCP results (cf. Wylie and Wang

1997). The latter difference was noted in Rossow et al.

(2005), where the odd results might be explained by the

fact that the radiosonde humidity sensor is not really

working very well at the cold temperatures encountered

in the upper atmosphere in the polar regions; this expla-

nation is reinforced by the fact that the discrepancy is

larger in polar winter than summer. Smaller differences

show an underestimate of middle-level clouds over trop-

ical land areas and an underestimate of low-level cloudi-

ness in southern high midlatitudes over ocean. The vertical

misplacement of ISCCP low-level cloudiness over oceans

is caused by the particular atmospheric temperature pro-

file used by the ISCCP to convert cloud-top temperatures

to pressures (cf. Wang et al. 1999); the fact that this causes

a larger difference in the Southern than Northern Hemi-

sphere may arise because of the dominance of Northern

Hemisphere radiosonde observations used to test the at-

mospheric temperature retrieval and employed in the

ISCCP CVS statistical model. Overall, the rms differences

are ,10%.
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4. Discussion

The ISCCP CVS is crude but still produces a good

statistical representation of the vertical distribution of

cloud (the original basis of its design), in that rms differ-

ences of zonal monthly-mean cloud layer amounts (when

normalized to the same total cloud amount as C&C) are

generally ,10% for most locations and levels. The most

notable differences are the overestimate of the amount of

middle-level cloudiness in the winter polar regions, which

was also noted by Rossow et al. (2005) as the largest prob-

lem, and an underestimate of low-level cloudiness over

southern midlatitude oceans. The systematic difference in

cloud tops, especially in the tropics, is partly a difference

of definition of cloud top, partly the effect of the lidar’s

better sensitivity to the presence of very thin cirrus, and

partly a result of the intrinsic limitation of imager de-

terminations of the location of optically thinner cloud

tops when they overlie lower-level clouds. Only the latter

error has a significant radiative effect (Chen et al. 2000).

We have conducted a much more severe test of the

CVS model here. The basic idea of assigning a vertical-

layer number based on the total cloud (column) optical

thickness seems to work reasonably well for situations

FIG. 6. Pressure–latitude cross sections of the differences (ISCCP FD minus C&C) of the zonal monthly-mean

cloud amount anomalies (in %), where the anomalies are first determined relative to the average over the cross

section for each dataset: (left) results for July 2006, (right) results for January 2007, (top) global results, (middle)

averaged only over oceans, and (bottom) averaged only over land.
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where the uppermost cloud layer is a high-level cloud

(and, of course, for isolated low-level clouds): the as-

sumed increase in layer number with increasing optical

thickness is seen as a statistical tendency; however, the

distinction between different categories is not sharp, and

there is a suggestion that the relative optical thickness of

HM and HML should be reversed. This assumption was

not successful for situations where the uppermost cloud

layer is a middle-level cloud (only a small subset of all

clouds), even though the attempt in the ISCCP-FD

CVS to correct for the mislabeling of the high–low cases

as middle-topped cases did move the results in the right

direction. In fact, the C&C composites of optical thick-

ness seem to indicate a tendency for 1M to have a larger

(column) optical thickness than ML. Although the

ISCCP-FD CVS did improve the statistics concerning

low-level clouds, there still seems to be an underestimate

of low cloud amount over Southern Hemisphere oceans,

particularly at latitudes poleward of 508S, which might be

caused by the dominance of Northern Hemisphere hu-

midity profiles in the radiosonde statistics.

Although we can now compile a much better idea of

the geographic and seasonal variations of the average

vertical distribution of clouds from C&C—a statistical

3D description—we cannot study the time evolution of

CVS for individual cloud systems given the severe lim-

itations of the space–time sampling of the C&C obser-

vations; these measurements are diurnally aliased to two

times of day and limited to nadir track views. To study

the time evolution of CVS, we will need to combine the

C&C observations with those from ISCCP (the only

cloud dataset with diurnal time resolution) in some

statistical fashion. One method is to improve the iden-

tification of different layer distributions from imaging

data, such as ISCCP, as we did before, replacing the

radiosonde profiles with those from C&C. Some results,

particularly those in the polar regions, will be much

improved by using C&C with ISCCP. Although the high

clouds seem classifiable by TAU ranges, the middle-

level clouds seem much more problematic. Although

a different set of TAU ranges may improve the results

a little, it appears that more information about the me-

teorological situation is needed to better separate the

cases. In particular, it may not be physically sensible to

expect a separation of cloud layer categories at the scale

of individual satellite pixels (’1–5 km); rather the

classification might work better when applied at a larger,

meteorologically (dynamically) relevant spatial scales.
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